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1. Introduction
A new Study Item on “Study on Enhanced Support for Aerial Vehicles” was approved at RAN#75 meeting [1]. The following RAN1#88bis agreed the basic simulation assumptions for the performance evaluation, and the performance requirements, channel modeling, command and control traffic and other remaining issues for simulation assumptions are planned to be discussed in RAN1#89 meeting [2]. 
In this contribution, we share our views on the command and control traffic and other remaining evaluation assumptions for this SI. 
2. Traffic model
2.1. Traffic requirement
As explained in [3] the traffic to and from aerial vehicles can be characterized into two groups: 1) command and control traffic and 2) data traffic. 
· Command and control traffic is used to ensure the safe operations of aerial vehicles under line of sight (LOS) and beyond visual line of sight (BVLOS) conditions and consists of three types of radiocommunications [5] between unmanned aerial vehicle (UAV) and UAV traffic management (UTM):
· Radiocommunications in conjunction with air traffic control relay;
· Radiocommunications for UAV command and control;
· Radiocommunications in support of the sense and avoid function.
· Data traffic depends on the application which is run on the aerial vehicles, which can range from oil pipe inspection to packet delivery.
The two traffic types have different requirements, which are shown in Table 1. Compared to [3] the data rate of the command and control link has been increased from 30 kbps to 60 kbps to reflect the overheads from the different protocol layers, as the 30 kbps represented the pure user plane traffic without any protocol overheads and was taken from [5], where this value was shown as a maximum value.
Table 1: Traffic requirements for aerial vehicles
	
	Command and control traffic
	Data traffic

	Peak data rate
	[60] kbps in uplink and downlink
	[10] Mbps in uplink
[100] kbps in downlink

	Air interface one way delay
	[100] ms
	Best effort

	Reliability
	[99.9] %
	[95] %



Proposal 1: Consider the traffic to and from the UAV characterized into two groups: command and control traffic and data traffic.
The logical solution way to solve the different requirements of the different traffic types is to use different QoS settings, which can be done using different QCIs for instance. By using this method, the higher requirements of the control link can be ensured. With this in mind the two traffic types do not necessarily need to be simulated simultaneously, as long as the interference conditions are realistic. Separate simulations can be run to check if the requirements can be fulfilled for each traffic type. The impact on the available capacity can be evaluated with the application data traffic only simulations, as the data requirements are much larger than the ones for the control traffic, whereas for the control traffic it is important that especially the reliability requirements can be fulfilled. In order to check this, it is important that the interference levels are maximized, so the load caused by terrestrial UEs needs to be as high as possible.
Proposal 2: The different traffic types do not necessarily need to be simulated simultaneously within one UE.
Proposal 3: To test the impact on capacity all traffics can be application data traffic only.
Proposal 4: In order to check whether the control requirements of the command and control link can be fulfilled, the aerial vehicles need to utilise the control link data model and the terrestrial UEs need to use an application data model in order to create a highly-interfered scenario.
2.2. Traffic model
For the different traffic groups as introduced in the previous section, different traffic models are required, as the command and control link is a rather constant low data rate service while the data traffic can have many different characteristics but typically has larger data rates and is more burst. Our proposal is to use FTP traffic model 1 [3] besides the agreement [2] of using FTP traffic model 3 for the application data with a file size of 0.5 MB.

Proposal 5: For application data utilise the FTP traffic model 1 or 3 with a file size of 0.5 MB.
For the command and control link we cannot use a FTP model, as it would not be representing the characteristics of the command and control traffic, as it is a low-data-rate rather constant-bit-rate traffic source. Using a FTP model for the per UE traffic could lead to wrong conclusions, as the data rates and interference levels caused by UEs when active with data would for instance be much higher than what would be caused by a low-data-rate service. Therefore we propose a new simple model, simply consisting of a data packet of a certain constant size being sent in a constant interval, as shown in the Figure below and we propose the settings which are shown in Table 2. This per-UE traffic model yields a Poisson call arrival process in the network (over all the simulated area/cells and number of UEs).
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Figure 1: Command and control traffic model


Table 2: Command and control traffic model
	Parameter
	Statistical Characterization

	Packet Size, x
	750 bytes (Note 1)

	Interarrival Time, D
	100 ms

	Note 1: 750 bytes corresponding to 60 kbps with D =100 ms



	
Proposal 6: For the command and control traffic model use the model presented in Figure 1 with the configuration in Table 2.
3. Remaining issues
As observed in [8], the channel downlink SIR (signal-to-interference ratio) and DIR (dominant interference ratio) statistics are very different from the aerial UEs compared to the ‘ground’ UE, and moreover the uplink transmission from the aerial UEs are likely to impact the performance of at least twice as many neighboring cells compared to the typical ‘ground’ UE uplink transmissions. To solve this issue, one of the objectives in this SI is to study the interference mitigation solutions for improving the system-level performance in both uplink and downlink transmission [1]. Since the aerial UEs are visible to more cells compared to the ‘ground’ UE, one of the most attractive interference mitigation solutions is the cooperation by multiple transmission point. In the realistic network, the non-ideal backhaul has lower deployment and implementation cost than the ideal backhaul, and so the interference mitigation solutions with non-ideal backhaul is valuable to be studied with the consideration of more application scenarios.
Proposal 7: Consider the backhaul link delay of 0ms, 5ms or 50ms in the simulation assumptions. 
Other proposals including proposal 7 for the remaining simulation assumptions are summarized in Table 3.  
Table 3 Simulation Assumptions for other remaining issues
	
	UMi-AV
	UMa-AV
	RMa-AV

	UE antenna pattern
	Isotropic

	Height  (terrestrial)
	Same as in TR38.901
	Same as TR38.901
	Same as TR38.901

	BS height
	10m [38.901]
	25m [38.901]
	35m [38.901]

	Minimum BS to aerial UT distance
	10m
	35m
	35m

	UT mobility (terrestrial, horizontal plane only)
	3 km/h
	3 km/h
	3 km/h

	UT mobility (aerial, horizontal plane only)
	50 km/h
	50 km/h
	300 km/h

	Transmission mode
	TM10 based

	Backhaul link delay
	0ms, 5ms, 50ms



4. Conclusions
[bookmark: _GoBack]In this contribution, we give our views on traffic models and remaining issues in simulation assumptions for aerial vehicles with the proposals below. 
Proposal 1: Consider the traffic to and from the UAV characterized into two groups: command and control traffic and data traffic. 
Proposal 2: The different traffic types do not necessarily need to be simulated simultaneously within one UE.
Proposal 3: To test the impact on capacity all traffics can be application data traffic only.
Proposal 4: In order to check whether the control requirements of the command and control link can be fulfilled, the aerial vehicles need to utilise the control link data model and the terrestrial UEs need to use an application data model in order to create a highly-interfered scenario.
Proposal 5: For application data utilise the FTP traffic model 1 or 3 with a file size of 0.5 MB.
Proposal 6: For the command and control traffic model use the model presented in Figure 1 with the configuration in Table 2.
Proposal 7: Consider the backhaul link delay of 0ms, 5ms or 50ms in the simulation assumptions. 
Proposals for other remaining simulation assumptions are summarized in Table 3.  
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