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Introduction
[bookmark: _GoBack]A tail biting convolutional code (TBCC) is a variant of the conventional convolutional code. TBCC doesn’t use zero tail bits, but the tail of the data bits with the length (Constraint Length – 1) is prepended to the data bits prior to the encoding process to reduce the overhead of termination while improving the decoding performance. Since TBCC easily supports rate/length compatibility and has a good coding performance for short data size, TBCC is a promising candidate coding scheme for control channel. 
The purpose of the contribution is to investigate the performance of the TBCC generator polynomials proposed in [1], [2]. We present some simulation results and show that TBCC can easily support the rate compatibility by puncturing and repetition similar to LTE standards. 
Simulation Results
1 
2 
Simulation Assumptions
The simulation is conducted according to the following assumptions: 
	Channel
	AWGN

	Modulation 
	QPSK

	Code rate 
	1/12, 1/6, 1/3 

	Decoding algorithm
	- List-Viterbi (List size = 1, 4)
- CRC 16 bits

	Info. block length (bits w/o CRC) 
	32, 48, 64, 80, 120, 200

	Generator Polynomial
	Defined in [1] for constraint length 7



Since the input to TBCC has length KTBCC = Kinfo+16, the code rate from the perspective of TBCC is RTBCC = (Kinfo + 16)/N where N is the number of coded bits and Kinfo’s are 32, 48, 64, 80, and 120, respectively. 
In [1], [2], nested polynomials are proposed to efficiently support multiple TBCCs with various coding rates. For example, if we want to employ a TBCC with the lowest mother code rate Rm = 1/A, we can choose the first A polynomials for the TBCC. Furthermore, we can support higher rate larger than and lower rate smaller than Rm by a proper puncturing and repetition. 
Figures 1-8 present the coding performance of TBCC with mother code rate (MCR) 1/6 and TBCC with MCR=1/3 and its repetition. As shown in Figures 1-8, the former TBCC always performs better than the latter. In [2], the decoding complexity of the former is slightly increased, as compared with the latter. Therefore, in the case of TBCCs with nested structure, MCR 1/6 may be preferable. 
Figures 9 and 10 pressent the coding performance of TBCCs with MCR=1/12 and ‘MCR=1/6 and its repetition’ and ‘MCR=1/3 and its repetition’. As unexpected results, the coding performance of TBCC with MCR=1/12 is almost saturated to the TBCC with MCR=1/6 and its repetition. We guess that the performance saturation comes from the nested structure since it makes the increase of free distance difficult. Consequently, extending the mother code rate to lower code rate based on many generator polynomials may not be always right approach. 


Observation 1: Nested TBCC based on multiple polynomials is an efficient scheme to extend the mother code rate from high code rate to lower code rate. However, an excessive extension may be undesirable. 

Proposal 1: If TBCC based on multiple polynomials with nested structure is adopted in NR, we should discuss a proper extension level.

Figures 5-8 and 10 present the coding performance of TBCC with list decoding. It is clear that a significant SNR gain can be obtained even if we apply just list-4 decoding to each TBCC. 

Observation 2: By list decoding for TBCC, a significant coding gain can be obtained. 
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Figure 1. MCR=1/6 vs MCR=1/3 and Repetition (K=32, List = 1)
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Figure 2. MCR=1/6 vs MCR=1/3 and Repetition (K=48, List = 1)
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Figure 3. MCR=1/6 vs MCR=1/3 and Repetition (K=64, List = 1)
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Figure 4. MCR=1/6 vs MCR=1/3 and Repetition (K=80, List = 1)
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Figure 5. MCR=1/6 vs MCR=1/3 and Repetition (K=32, List = 4)
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Figure 6. MCR=1/6 vs MCR=1/3 and Repetition (K=48, List = 4)
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Figure 7. MCR=1/6 vs MCR=1/3 and Repetition (K=64, List = 4)
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Figure 8. MCR=1/6 vs MCR=1/3 and Repetition (K=80, List = 4)
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Figure 9. MCR=1/12 vs ‘MCR=1/6 and Repetition’ vs ‘MCR=1/3 and Repetition’ (K=120, List = 1)

[image: ]
Figure 10. MCR=1/12 vs ‘MCR=1/6 and Repetition’ vs ‘MCR=1/3 and Repetition’ (K=120, List = 4)


Observations and Proposals 
In this contribution, we present the following observations and proposal for TBCC: 

Observation 1: Nested TBCC based on multiple polynomials is an efficient scheme to extend the mother code rate from high code rate to lower code rate. However, an excessive extension may be undesirable. 
Observation 2: By list decoding for TBCC, a significant coding gain can be obtained. 

Proposal 1: If TBCC based on multiple polynomials with nested structure is adopted in NR, we should discuss a proper extension level.
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