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1
Introduction
Based on the traffic description in TR 36.932 [1], it is “expected that the traffic could be highly asymmetrical”. In the same time it is specified that “Small cell enhancement should target the capacity per unit area (e.g. bps/km2) to be as high as possible, for a given user and small cell distribution, typical traffic types and considering a reasonable system complexity”.

So the question is which the typical traffic types are and what is their asymmetry. In addition, do the current simulation methodologies and metrics account for the typical traffic types and their asymmetry? Could the real capacity per unit area be evaluated using the existing simulation methodology?
In fact, the existing DL and UL simulations do not take the asymmetry of the actual traffic and the preponderant traffic types into consideration. Based on actual traffic measurements reported by Qualcomm‎[2], Cisco ‎[4] and most recently Ericsson ‎[3], it is shown that most of the traffic is in DL, while the uplink traffic is much reduced. This creates un-used spectrum especially in FDD UL, which once identified can be used in a variety of modes.  On the other hand, in some special applications, like video surveillance, the situation is reversed.

In this contribution we propose to evaluate the spectral efficiency of the new solutions adapted to small cells, while using a realistic mix of DL and UL traffic for the typical downlink centric type of applications.
2
Background
More and more resources indicate the downlink-centric traffic characteristics; a first report of the measured asymmetries in different networks across the world was provided by Qualcomm in ‎[2].  We reproduce in  Fig. 1 the reported results, indicating DL: UL asymmetries between 4.5:1(Europe) and 8.9:1(US).
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Figure 1   DL/UL traffic asymmetry in Europe, US and Japan – source: Qualcomm ‎[2]
In ‎[3], Ericsson reports a high asymmetry of the DL/UL transmitted data as function of the actual traffic. The asymmetry per traffic type is presented in Fig.2:
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Figure 2   Traffic asymmetry from Ericsson Report
As stated in this report, “Depending on the popularity of different applications and terminals, the overall ratio of uplink traffic volume can vary a lot between networks. However, it can be as low as 10% in networks where there is a lot of HTTP video usage and can reach up to 25% in mobile PC-dominated networks with a lot of P2P file sharing or P-P TV usage.”

Observation 1: the up-link traffic represents in average 10%-25% of the total traffic.

Another interesting report regarding the measured traffic composition is provided by Cisco in ‎[4]. Based on this report, “Mobile video traffic exceeded 50 percent for the first time in 2011. Mobile video traffic was 52 percent of traffic by the end of 2011”. Cisco expects a dramatic increase of the downlink-centric applications, as summarized in ‎[4] and reproduced in Fig.3.
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Figure 3:  DL-centric applications will generate more than 90% of mobile traffic by 2016

Based on this prediction, the DL-centric application will generate in 2016 more than 90% of the mobile traffic, while the two preponderate traffic types will be Mobile Video (>75%) and Mobile WEB/Data (20%).
Observation 2: the typical preponderant traffic in mobile networks is the Mobile Video followed by Mobile WEB/Data.
Ignoring the actual traffic patterns, the traffic type used in the wireless network simulations still ignores the video traffic and the asymmetrical usage of the spectrum. For example, the uplink simulations consider the full capacity of the FDD uplink frequency channel, while in practice only part of it is used.
Observation 3: the existing simulation methodology ignores both the asymmetrical nature of the traffic and the importance of the Video traffic.
We have conducted a research of traffic models for the video traffic. Unfortunately neither 3GPP 36.814 nor 3GPP 36.914 contain such traffic models.  The only 3GPP reference found for video traffic modeling is TR 25.892‎[5]. The relevant section is included in Annex 1.
Observation 4: the only 3GPP source for video traffic modeling is TR 25.892 ‎[5].
The FPT traffic modeling can be found in TR 36.814 ‎[6]. 
It is also interesting to look at the existing metrics, like capacity or spectral efficiency, used in the up-link simulations: while they are useful to compare the performance of different techniques, they mask the reality of the actual spectral of the uplink frequency. 

Observation 5: New metrics are needed for the correct assessment of the uplink spectral efficiency and user capacity.

3
Discussion
Downlink traffic modelling
Considering that the two main traffic components are the video streaming and the FTP transfer, the question is how the system capacity will be evaluated when combining both video streaming and FTP over a given number of UEs.
We note that the video traffic model allows the increase of traffic in multiples of 64kb/s; if the number of UEs per small cell is defined up-front, it is proposed that the streaming data rate will be established such that the video traffic will represent at least 60% of the total cell capacity. In this way the video traffic will be defined as a fixed capacity to be provided by the cell. The variable capacity component will be constituted from FTP traffic, with the assumption that each user is activating video traffic and FTP traffic in parallel. 

Proposal 1: For simulation purposes, the cell traffic is composed of a fixed video component and a variable FTP traffic component, such that each user will activate both types of traffic in parallel. The fixed video traffic will represent at least 60% of the total cell capacity.
Uplink traffic modelling and new metrics
The uplink traffic should use only the FTP traffic model, with the condition that the total traffic will be limited to 15% of the downlink traffic. The reason is that there are almost no uplink transmissions associated with the video streaming. However in this mode it is not possible to assess the benefit of the possible small cell improvements, using the remaining spectrum. For resolving this situation, a simulation methodology is proposed in which:

1. The up-link traffic is limited to approx. 15% of the estimated downlink traffic, which is a fixed number.
2. The performance is assessed using the metric of “minimum requested time-frequency resource”.
Proposal 2: The performance of the regular up-link is determined based on the “minimum requested time-frequency resource”, for a fixed value of approx. 15% of the downlink traffic which is offered for the up-link use.
System capacity

The system capacity (uplink+downlink) is obtained from the downlink and uplink simulations. This capacity can be improved by additional transmissions or/and taking advantage of the lower interference in the unused spectrum. For example, this spectrum cannot be used for regular up-link communication, which is limited to 15% of the downlink capacity, but it can be used for additional DL/UL traffic while taking advantage of the low power of the SCeNBs (Small Cell eNB), etc.
All this additional traffic can increase the up-link capacity and a new metric is needed to assess it. We propose to use either “actual user capacity” or “actual user spectral efficiency”, metrics which exclude the control and reports traffic. As the uplink channel is used also for UE reports, the frequency of the reports should be minimised in accordance with the channel and traffic changes indicated in [1]. We estimate that a 20% overhead for UE reports is a reasonable limit.
Proposal 3: The overhead of the UE control and reports shall be limited to 20% of the up-link traffic.
Proposal 4: The system capacity per unit area, as requested in [1], will be assessed using metrics which reflect the usage of the uplink spectrum by the user while taking into account also the new additional traffic.

Proposal 5: The new metric to reflect the actual spectral efficiency of the uplink spectrum is “actual UL user capacity per unit area”, considering the entire up-link bandwidth and the user traffic resulting from the additional uplink usage in the given area.
4
Conclusion
In conclusion, we propose the following:

Proposal 1: For simulation purposes, the cell traffic is composed from a fixed video component and a variable FTP traffic component, such that each user will activate both types of traffic in parallel. The fixed video traffic will represent at least 60% of the total cell capacity.

Proposal 2: The performance of the up-link is determined based on the “minimum requested time-frequency resource”, while a fixed value of approx. 15% of the downlink traffic is offered for the up-link use.

Proposal 3: The overhead of the UE control and reports shall be limited to 20% of the up-link traffic.

Proposal 4: The system capacity per unit area, as requested in [1], will be assessed using metrics which reflect the usage of the uplink spectrum by the user while taking into account also the new additional traffic.

Proposal 5: The new metric to reflect the actual spectral efficiency of the uplink spectrum is “actual UL user capacity per unit area”, considering the entire up-link bandwidth and the user traffic resulting from the additional uplink usage in the given area.
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Annex 1 Video traffic model ‎ [5]
NRTV (Near Real Time Video) Traffic Model Characteristics 

This section describes a model for streaming video traffic on the forward link. Figure 3 describes the steady state of video streaming traffic from the network, as seen by the base station.  Latency at call startup is not considered in this steady-state model.
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Figure 3: Video Streaming Traffic Model

A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model. Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps).  Each frame is decomposed into a fixed number of slices, each transmitted as a single packet.  The size of these packets/slices is distributed as a truncated Pareto distribution.  Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame.  These intervals are modeled by a truncated Pareto distribution.

The parameter TB is the length (in seconds) of de-jitter buffer window in the mobile station, and is used to guarantee a continuous display of video streaming data.  This parameter is not relevant for generating the traffic distribution, but it is useful for identifying periods when the real-time constraint of this service is not met.  At the beginning of the simulation, it is assumed that the mobile station de-jitter buffer is full with (TB x source video data rate) bits of data.  Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as forward link traffic reaches the mobile station.  As a performance criterion, the mobile station can record the length of time, if any, during which the de-jitter buffer runs dry.  The de-jitter buffer window for the video streaming service is 5 seconds.

Using a source video rate of 64 kbps, the video traffic model parameters are defined in Table A1.
Table A1: Video Streaming Traffic Model Parameters
	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 250bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 40 bytes
( = 1.2
	K = 2.5ms
( = 1.2


	Note: This work has been partially supported by the EC through FP7 project TROPIC, GA 318784
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