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1. Introduction

Downlink interference coordination has been studied extensively for LTE under full conditions. Examples include the studies in [3]-[5], where it is concluded that interference coordination does not bring significant gains, and therefore does not justify standardization of dedicated signalling (between eNode-Bs and between eNode-B and UEs) to support such schemes. As shown in [4], the dynamic eNode-B packet scheduler is able to control the trade-off between cell edge coverage and average cell throughput depending on the users QoS requirements. 
In this study we address a low loaded downlink network scenario under fractional load conditions, i.e. a setup where there only is transmission on a sub-set of the available PRBs in each cell. We demonstrate that the network will automatically will minimize the interference between the cells under such conditions without any additional signalling between eNode-Bs to facilitate inter-cell interference coordination (ICIC). Hence, our conclusion is that no additional signalling is required for LTE downlink to support ICIC.

3. Fractional load scenario
Let’s consider a fractional load as pictured in Figure 1. Here we assume that a constant transmit power level is used for each of the active PRBs (equal Tx power per PRB). If there is only a low amount of buffered data in the eNode-B for the cell, then those data are only transmit on a sub-set of the available PRBs. The latter results in a fractional load scenario. Fractional load scenarios may for instance occur if there are only a limited set of users with low source data rates. 
The dynamic eNode-B packet scheduler is responsible for deciding at which PRBs the different users are being scheduled. The selection of PRBs is based on the amount of buffered data, the users QoS requirements, and the CQI feedback from the users. Although the exact format of the CQI has not yet been agreed for LTE, it is fair to assume that the CQI provides a frequency selective quality measure for each user. This implies that the CQI feedback provides information of which PRBs are experiencing the most interference, so the serving eNode-B can try to avoid scheduling the users on those.
As an example, let’s consider a simple case with only two cells and 50% fractional load (i.e. transmission of 50% of the PRBs in each cell). For this scenario the allocation of PRBs in each cell will converge to the point where the cells select complementary sets of PRBs so that there ideally is no interference between the two cells. The latter is achieved without any explicit communication between the cells. It is only based on the CQI feedback from the users, as the eNode-Bs will subsequently schedule users on those PRBs with the lowest interference level, i.e., those PRBs where the neighbouring cell is not transmitting. 

In order to ensure good convergence and maximum interference avoidance under fractional load scenarios, the eNode-B packet scheduler should aim at changing the set of allocated PRBs at a slower rate than the CQI feedback delay. However, the later is an eNode-B packet scheduler design issue, and should therefore not be standardized.
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Figure 1 Illustration of fractional load scenario.

3. Performance Result

In order to further illustrate the performance of LTE under fractional load conditions, we have run a set of multi-cell network simulations. The basic assumptions for these simulations are inline with those listed in [1]. Simulations are conducted with a time resolution of one TTI, assuming dynamic independent scheduling for each cell based on CQI feedback, amount of buffered data, etc. The link-to-system level interface is according to EESM. The simulated environment is Macro cell case #1 with 1-Tx antenna and terminals with 2-Rx MRC. 

Simulations are conducted for a fractional load of 25%, 50%, and 75%, as well as for the full load case (100% fractional load). Equal transmit power is assumed for active PRBs. The cumulative distribution function (cdf) of the scheduled EESM SINR is reported in Figure 2 for the different load conditions. It is observed that the SINR is approved with 10 dB when comparing the cdf for 25% load and 100% load at the median level. If allocation of PRBs at the different cells had been conducted independently of the users frequency selective channel quality, the SINR should have been improved by 6 dB (i.e. a linear factor of 4 when comparing 100% and 25% load). However, as the eNode-B packet scheduler determines the PRB allocated based on the CQI feedback, it essentially try to avoid using the PRBs with the most interference. The latter causes the addition SINR improvement from 6 dB up to 10 dB.
This illustrates that even without any explicit signalling between eNode-Bs, the PRB allocation in the different cells will converge to the point where interference between the cells are minimized by using the CQI feedback before allocating PRBs. The latter is equivalent to “PRB sensing”, where the eNode-B packet scheduler first “sense” if a PRB is experiencing lots of interference before allocating it.
A more extensive fractional load study is presented in [6], where additional results and details can be found.
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Figure 2 Cumulative distribution function of the scheduled EESM SINR at the UE.
4. Conclusions

In this study we have provided system level results for fractional load scenarios. We have shown that the SINR improvement exceeds the average change in fractional load if the PRB allocation is based on CQI feedback. The CQI feedback provides sufficient information for the eNode-B packet scheduler to avoid scheduling on the same PRBs as the neighbouring cells (for load conditions where this is possible). This leads to the conclusion that no additional signalling between eNode-Bs is required to facilitate DL ICIC for low load scenarios. The same conclusion was made for the full scenarios in [3]-[5], i.e. no need for signalling between eNode-Bs to facilitate DL ICIC. 
Our recommendation is therefore not to standardize any dedicated signalling to facility downlink inter cell interference coordination. The latter shall be communicated to RAN3 as well. As a consequence, a scheduled UE can assume equal transmit power on the allocated PRBs.
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