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1. Introduction
Decisions taken on DL interleaving in RAN1#49bis restrict the scope of further investigation to the need for the following two options:

· RE-level interleaving within one OFDM symbol (OS interleaving) [1, 2].

· Bit priority mapping (BPM) [1].

In this contribution, we provide additional simulation results (see [1] for an initial set) that compare the above options to the default ‘do nothing’ approach, whereby bits output from the rate matching are mapped onto symbols and the physical resource in the natural order.
In addition, we provide a proposal for the LTE UL channel interleaving.

2. Summary of Simulation Results (LTE DL)
The full set of simulation results can be found in an annex, and the summary is shown in the following table. The gains of either method fall between 0 and 0.15 dB under the simulated conditions.
Table 1  OS I/L and BPM gains over ‘do nothing’ [dB], read at 0.8 of maximum link throughput.
	method
	DL
5/16 QPSK
TU 30 km/h
	DL / UL
5/8 16QAM
static
	DL
5/8 16QAM
TU 3 km/h
	DL
5/8 16QAM
PA 3 km/h
	DL
3/4 64QAM
TU 3 km/h
	UL
5/8 16QAM
TU 3 km/h

	OS I/L
	0
	0
	0.1
	0
	0.15
	0

	BPM
	0
	0.15
	0.1
	0.1
	0.15
	0.1


3. Implementation Aspects (LTE DL)
In terms of implementation, the OS I/L and BPM are similar. BPM can be implemented on a code block basis inside the circular buffer rate matching (CBRM) loop by appropriate output addressing. One way of achieving this is given in an annex. OS I/L could presumably be achieved by a similar output addressing technique during physical channel mapping.

4. Discussion and Proposal (LTE DL)

We observe that the gains of OS interleaving and BPM are small. Further, we observe that there exist scenarios where BPM can gain over ‘do nothing’ while OS interleaving cannot (frequency flat channel and UL). On the other hand, the gains of BPM will reduce when the coding rate is extremely high, resulting effectively in transmitting systematic bits only. However, we stress that the coding rates simulated here (0.625 16QAM, 0.75 64QAM) are not the optimal ones for BPM, as the highest BPM gains would be observed at 0.5 16QAM and 0.67 64QAM.

From the complexity point of view, we find OS I/L and BPM to be equivalent.

Based on our findings we propose that either of the following approaches be adopted for LTE:

· BPM.

· Do nothing.

We propose that OS interleaving is not adopted for LTE DL.

5. Discussion and Proposal (LTE UL)

Regarding BPM, this method is applicable to UL as well as DL, i.e. if adopted, BPM should be part of any TrCH coding chain that employs turbo coding.
Another open issue is whether or not to perform interleaving across code blocks, such that roughly half of every CB is transmitted in each slot (in subframe formats where multiple slots exist). Simulation results presented in Orlando [6, 7, 8] indicate gains of up to 1 dB from such interleaving under favourable conditions, namely high frequency diversity (UL FD mode) or high time diversity (UE speed 120 km/h). On the other hand, the following considerations lead us to doubt the usefulness of such interleaving in practice:

· The peak rate achievable with a single CB is very high already, 6 Mbps (in absence of spatial multiplexing).

· The chance of realizing peak rates in excess of 6 Mbps by cell edge or high speed users (whom UL FH mode targets) is low.

· With 1/3 QPSK (cell edge users) the 6144 bit CB maps onto ~64 RBs, that’s 11.5 MHz. Multiple code blocks will command even more resource. The opportunities for frequency hopping and further diversity gains in this case are limited and may not exist even on 20 MHz carriers.

Nevertheless, if prevalent RAN1 view is that cross-CB interleaving is needed, we find it acceptable from the implementation point of view, as long as it is performed symbolwise (and not bitwise).
Annex A: Simulations
Simulation Assumptions

Table 2  Simulation assumptions.
	Parameter
	Value

	MCS
	QPSK cr = 5/16; 16QAM cr = 5/8; 64QAM cr = 3/4

	rate matching 
	circular buffer

	RV sequence
	0, 2, 1, 3

	#HARQ processes
	6

	max number of HARQ attempts
	4

	interleaving
	1. No interleaving. Rate matched data are sequentially QAM modulated and mapped onto RBs.

2. BPM (code block based interlace of systematic and parity bits).

3. OFDM symbol based interleaving (frequency interleaving). The 32 column HS-DSCH I/L was employed, [3] section 4.5.6.

	resource block size
	144 QAM symbols in both DL and UL

	antenna configuration (TX x RX)
	DL: 1x1, UL: 1x2

	payload 0
	TBS+CRC = 1440 bit

1 code block

	payload 1
	TBS+CRC = 5760 bit

4 code blocks of 1440 bit

	payload 2
	TBS+CRC = 10368 bit

6 code blocks of 1728 bit

	physical resource
	16 RBs (2.88 MHz), consecutive localized allocation

	channel
	static, TU 3 km/h, PA 3 km/h, TU 30 km/h

	channel state information
	- estimated from RS

- perfect (static channel only)

	frame structure
	type 1, normal CP

	sampling rate
	15.36 MHz


In order to reduce the simulation effort, the code block segmentation rule was modified such that the maximum code block size is smaller than the standard 6144 bits.

Simulation Results
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Figure 1  DL simulation results with 1 CB, QPSK cr=5/16, payload 0.
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Figure 2  DL and UL simulation results with 4 CBs, 16QAM cr=5/8, payload 1.
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Figure 3  DL simulation results with 4 CBs, 16QAM cr=5/8, payload 1.
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Figure 4  DL simulation results with 4 CBs, 16QAM cr=5/8, payload 1.
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Figure 5  DL simulation results with 6 CBs, 64QAM cr=3/4, payload 2.
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Figure 6  UL simulation results with 4 CBs, 16QAM cr=5/8, payload 1.
Annex B: Realizing Bit Priority Mapping
In this Annex, we recall after [1] one way of realizing BPM in LTE. BPM is obtained by interlacing systematic and parity bits in a manner analogous (albeit not identical) to that known as HARQ bit collection from section 4.5.4.4 [3].

The interlacing operation is conceptually illustrated in figure 7. After rate matching, the code block is rearranged into an M-row by K-column structure, where M is the number of bits per modulation symbol and K is the number of modulation symbols onto which this code block will be mapped. The systematic bits are written rowwise into the structure, starting from top-left. After that, the remainder of the structure is filled rowwise with parity bits. The bits are read out columnwise from the interlacing structure, starting from top-left. Assuming that the remaining processing chain preserves the MSB/LSB ordering, BPM is achieved for higher order modulation.

The simpler ’lazy’ interlace, advocated here, is shown in figure 7a. In general, the systematic bits will not take up an integer number of rows of the M-row structure. The more complex rigorous interlacing exemplified in figure 7b is improved in the sense that it enables the Sys and Par fields to better capture channel diversity. However, it requires additional computations without offering gains and therefore is not advocated here.
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Figure 7  Illustration of S/P interlacing for QPSK: (a) ‘lazy’ interlacing; (b) rigorous interlacing.

It should be stressed that the above description and illustrations are purely an aid for conveying the modus operandi of the interlacer. In reality, interlacing can be implemented as part of code-block based rate matching, and does not require additional storage. This is achieved by reading bits out of the (conceptual) circular buffer, and writing them directly into the rate matched output buffer, as illustrated in figure 9: the systematic bits are written into output addresses 0, M, 2M, 3M etc. which correspond to the 1st row of the conceptual interlacer. Upon exhausting the 1st row, the writing continues into the 2nd row, i.e. into addresses 1, M+1, 2M+1, 3M+1, then the 3rd row etc. The parity bits are also read out of the circular buffer in the natural order, but unlike the systematic bits, they are written out starting from the end of the conceptual interlacer, i.e. into addresses KM-1, (K-1)M-1, (K-2)M-1 etc. which correspond to the last row of the conceptual interlacer. Upon exhausting the last row, the writing continues into the last-but-one row, i.e. into addresses KM-2, (K-1)M-2, (K-2)M-2, then the last-but-two row etc.
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Figure 8  ‘Do nothing’: bits are written to the rate matched output buffer in the natural order.
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Figure 9  Interlace and bit priority mapping is achieved by changing the output write addressing. An example for M = 4 (16QAM).
The interlacing algorithm is given by the following pseudocode:

bps




// number of bits per QAM symbol

NData




// code block size after rate matching in bits

OutBuf



// memory buffer sized NData, storing the rate matched code block

SysLoc = 0



// write address for the next systematic bit

ParLoc = NData-1
// write address for the next parity bit

bi = 0




// counts bits written to OutBuf

while bi < NData


TxBit = ReadNextBitFromVirtualCB
// read the next bit from CB


while isdummy(TxBit) or isfiller(TxBit)


TxBit = ReadNextBitFromVirtualCB


end while


if issys(TxBit)

// systematic bit



OutBuf[SysLoc] = TxBit



SysLoc = SysLoc + bps



if SysLoc >= NData


// interlacer row is full; jump down to the next one




SysLoc = SysLoc – (NData-1)



end if


else




// parity bit



OutBuf[ParLoc] = TxBit



ParLoc = ParLoc – bps



if ParLoc < 0




// interlacer row is full; jump up to the next one




ParLoc = ParLoc + (NData-1)



end if


end if


bi = bi+1

end while

In the pseudocode, we do not detail how bits are read from the virtual circular buffer as this has already been addressed in other contributions [4][5]. Note that the data structure referred to as ‘virtual structural buffer’, as the name would indicate, is not physically formed. Instead, bits are read directly from the S, P1 and P2 fields by appropriate indexing. Thus, it is possible to determine whether the next transmitted bit is systematic or parity.
Why is it necessary to write the parity bits in reverse order? The reason is that advance knowledge of the number of surviving systematic (alternatively parity) bits is necessary to efficiently write the parity bits in the natural order. However, obtaining such knowledge is not trivial due to the following aspects of the shared TrCH processing chain:

· Pre-padding to the next QPP I/L size as well as the ensuing partial depadding operation.

· The presence of dummy bits together with intercolumn permutation in circular buffer rate matching.

· The possibility of circular buffer wrap around for low coding rates, and the resulting presence of multiple copies of S (or P) fields in the rate matched result. Note that the copies may be of different lengths in general.

By writing the parity bits in reverse order, there is no need to pre-calculate the size of the surviving S field, as the output bits are written into non-conflicting memory locations until input bits are exhausted.

Another possibility would be to ignore the wrap-around altogether and write bits into the interlacer rowwise and always in the natural order from top left to bottom right. This would typically result in prioritizing the Sys bits for RV = 0, 1, 2 and Parity bits for RV = 3, 4, 5, 6, 7.
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