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1. Introduction
In this contribution we propose that differential feedback with resets be used to reduce uplink signaling overhead. In particular we propose that binary differential feedback be used to track channel variations, and non-differential feedback be used during initialization and resets. We also show how constant modulus precoding can be accomplished using these techniques.
This contribution is an update of [1]. Differential feedback was also considered by Broadcom in [2] and Nortel in [3]. In this contribution we investigate the impact of constant modulus criterion on the performance of binary differential feedback and propose a solution for it. 
It should be emphasized that this approach uses the agreed way forward codebook, described in [4].  The proposed approach uniquely provides the advantages of differential feedback without requiring a new codebook to be defined and agreed, as is the case in [2] and [3]. 
In the proposed feedback scheme a pre-coding matrix index (PMI) is used to feedback a codeword index into a codebook during initialization and/or reset. Between resets binary differential feedback is used to track the channel and fine tune the pre-coding matrix. In particular the proposed MIMO precoding for binary differential feedback is a constant modulus precoding. At initialization and resets a constant modulus codebook is used for precoding for non-differential feedback. Between resets the same constant modulus codebook is used for precoding for binary differential feedback. Binary differential feedback requires only a single feedback bit while non-differential feedback requires many more feedback bits, usually ranging from 3 to 6 bits depending on codebook size and rank. Binary differential feedback combined with non-differential feedback/pre-coding method can significantly reduce the feedback overhead. 
2. System description 
2.1. Feedback scheme

Figure 1 is a conceptual block diagram which depicts a feedback scheme for downlink MIMO pre-coding. The feedback system consists of two feedback processes, namely initialization/reset and tracking. The MIMO precoding used is a constant modulus precoding for both reset and tracking. The precoding and feedback scheme can use the agreed upon pre-coding scheme based on Householder transforms (HH) [4], or any other pre-coding matrix for initialization and resets, and uses binary differential feedback for channel tracking between resets. Reset processing can be performed either periodically or aperiodically. Tracking is used to continuously update the pre-coding matrix obtained at each reset and at initialization. Only one bit per resource block group (RBG) is fed back per feedback instance during tracking.
In this feedback scheme the UE estimates the channel, computes an effective channel response for each precoding matrix candidate, calculates an SINR or mean square error (MSE) for all effective channel candidates, and then generates the feedback bit(s). The effective channel response is obtained by multiplying the channel response by the precoding matrix. For resets full feedback bits are generated and fed back from the UE. For tracking, a binary feedback bit is generated and fed back from the UE. The eNodeB receives the feedback bit(s) and converts them to a precoding matrix. If it is an initialization or a reset, the eNodeB converts a PMI into a precoding matrix using a pre-defined codebook. If it is in tracking mode, the eNodeB first computes the precoding matrix using the binary feedback bit, and then converts the computed precoding matrix to fixed-point by quantizing the matrix using a pre-defined codebook. The pre-defined codebook is chosen to be a constant modulus codebook to ensure a desired constant modulus precoding property. Same or different size constant modulus codebooks may be used for reset and tracking. 
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Figure 1. Illustration of feedback scheme using binary differential feedback with constant modulus MIMO pre-coding

Binary differential feedback can be reset every M TTIs (periodically) or aperiodically. This avoids error accumulation or propagation due to binary differential feedback processing. Figure 2 depicts a possible timing for this feedback scheme using resets and tracking feedback between resets. 
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Figure 2. Illustration of feedback scheme timing 

2.2. Non-differential feedback at initialization and resets

We use a constant modulus Householder (CM-HH) pre-coding matrices [4] for MIMO precoding at initialization and resets. For every N feedback instances the index to the selected pre-coding matrix or pre-coding matrix index (PMI) is fed back to the eNodeB from the UE. 

2.3. Binary differential feedback at tracking

Binary differential feedback is used for tracking. It is used to update the pre-coding matrix that is fed back at initialization and resets. Suppose at feedback instance n, n+N, n+2N,… the pre-coding matrices corresponding to the fed back PMIs are represented by T[n], T[n+N], T[n+2N],…. respectively. Binary differential feedback is used between T[n] and T[n+N], etc. The pre-coding matrix T[n] is updated by a single binary bit b[n+1] that is fed back from receiver at feedback instance n+1 and so on. 

Grassmannian line packing may be used to define the beamforming space [8]. The Grassmann geodesic is the curve of the shortest length between two points in Grassmann manifold space [5]. Geodesic flow is a signal flow along the geodesic or the curve of the shortest length in Grassmann manifold 
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where Q(t1) and Q(t2) are the two points in Grassmann manifold space at time t1 and t2 respectively. X is a skew-symmetric matrix and is restricted to be of the form 
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The matrix Y is expressed by
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Using equations (3), (4) and (5), one can define the precoding matrix and its update as 
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 where 
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and has dimension Nt by Nt, with Nt denoting the number of transmit antennas. 
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 is a unitary matrix of dimension Nt by Nt and E[n] is the orthogonal complement of T[n]. Matrix Y has dimension Nt by Ns, with Ns denoting the number of transmitted data streams. Matrix G[n] is a random matrix and has dimension Nt-Ns by Ns. G[n] is used to approximate matrix Z in equation (4) and is generated with independent and identical complex Gaussian distribution with zero mean and variance 
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. Other proper distributions such as uniform distribution for G[n] may also be considered and used. The exponential term 
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 in equation (6) represents the signal flow from the current to the next precoding matrix along the curve of the shortest length in the beamforming space. The binary bit b[n] determines one of the two opposite directions of the signal flow determined by F[n] along the curve of the shortest length in the beamforming space when the pre-coding matrix is updated. 

The feedback bit is generated using the measurement of effective channel as
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The measure 
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 is an effective channel measurement for the preferred direction that maximizes a certain metric. Denoting 
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where H[n+1] is the channel matrix and 
[image: image21.wmf])

(

×

M

 is a metric function. If the direction of maximizing selected metric is toward
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Various metrics can be considered including the mean square error (MSE), signal-to-interference noise ratio (SINR) and Frobenius norm of the effective channel. If the Frobenius norm of the effective channel is used, the metric function can be expressed as 
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When MSE is used, the metric function can be expressed as
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Other metrics such as channel capacity can also be used.

The transmitter and receiver update the pre-coding matrix using equation (6). In order to obtain the same update for the pre-coding matrix, the matrix G[n] should be known to both transmitter and receiver. This can be done by synchronously generating G[n] by pseudo random number generators at the transmitter and the receiver for the time when communication between transmitter and receiver starts.

An efficient computation of T[n+1] given T[n] and G[n] is described as follows. The concept of CS decomposition and the method described in [6], [7] can be applied.

1. Decompose the matrix G[n] using compact singular value decomposition, i.e. compact SVD, as 
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      The matrix 
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Those variables
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 are the principal angles between the subspaces T[n] and T[n+1]. If the feedback bit b[n+1] is -1, decompose –G[n] instead.
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      and 
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4. Finally compute the matrix T[n+1] by
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Other binary or differential feedback methods can also be considered and used.

2.4. Constant modulus precoding for binary differential feedback

The updated precoding matrix T[n+1] can be obtained in Equation (16). The updated precoding matrix T[n+1] is not necessarily a constant modulus precoding matrix. In order to ensure a constant modulus property, the precoding matrix T is quantized into a fixed-point matrix 
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 using a pre-defined constant modulus codebook and quantization. The quantization is performed such that the precoding matrix or codeword in the constant modulus codebook that has the largest correlation with the updated precoding matrix T is selected:
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where 
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 are the precoding matrices or codewords in the constant modulus codebook, T is the updated precoding matrix and 
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 is the corresponding constant modulus precoding matrix of T. The quantization version for precoding matrix  
[image: image40.wmf]c

ˆ

 is used for precoding at eNodeB for binary differential feedback.
2.5. Coefficients-based Scheme for Precoding Matrix Update

The precoding matrix update using binary differential feedback is obtained using Equation (16). A simplified method can use the quantized matrix instead of the floating-point matrix for the precoding matrix update. At each precoding matrix update the floating-point matrix is first computed using Eq. (16) and the resulting floating-point matrix is quantized into a constant modulus precoding matrix using Eq. (17). The next update uses the quantized constant modulus precoding matrix instead of the floating-point precoding matrix. For a codebook size of 16, each next update is based on one of the 16 codewords in the codebook. By doing so the computation can be simplified. For example if 
[image: image41.wmf]k

c

 is selected using Eq. (17) for the codeword k, then the full rank matrix corresponding to the k-th codeword, 
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In addition the matrix G can be pre-generated. The matrices
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Eq. (16) and (17) can be combined and simplified as
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[image: image55.wmf]]

1

[

+

n

c

 is a constant modulus precoding matrix and is an update of a constant modulus precoding matrix 
[image: image56.wmf]]

[

n

c

 for feedback instance n, 
[image: image57.wmf]]

[

~

n

c

 is the corresponding full rank matrix of 
[image: image58.wmf]]

[

n

c

, 
[image: image59.wmf]U

 is the signal flow transform matrix that updates 
[image: image60.wmf]]

[

n

c

 to 
[image: image61.wmf]]

1

[

+

n

c

 and 
[image: image62.wmf])

(

x

Q

CM

 is a constant modulus quantization function as shown in Equation (17). Both 
[image: image63.wmf]c

~

 and 
[image: image64.wmf]U

 can be pre-computed and stored in the form of coefficients look up table (LUT). 
3. Simulations Results
In this section, we provide simulation results for the proposed feedback/pre-coding scheme using binary differential feedback with constant modulus precoding, and compare it with existing feedback/pre-coding schemes using a constant modulus Householder (CM-HH) codebook but without using binary differential feedback. The pre-defined codebook that is used is a constant modulus Householder codebook as described in the agreed-upon way forward contribution [4].

We simulated a downlink MIMO with a 4x1 and 4x2 antenna configurations with one and two streams. The simulation parameters are summarized in Table 1. 

Table 1 Simulation Parameters
	Parameter
	Assumption

	Carrier frequency
	2.0 GHz

	Sampling frequency
	7.68 MHz

	Transmission bandwidth
	5 MHz

	TTI length
	1 ms

	Number of OFDM data symbols per TTI
	12

	Number of occupied subcarriers
	300

	FFT block size
	512

	Number of used subcarriers for data
	10 RBs

	Cyclic Prefix (CP) length
	5.078 us (39 samples)

	Channel model
	SCME-C

	Antenna configurations 
	4 x 1, 4 x 2

	Fading correlation between transmit/receive antennas
	as defined in SCME-C

	Moving speed
	3 km/hr

	Data modulation
	QPSK, 16QAM and 64QAM

	Channel coding 
	Turbo code with soft-decision decoding 

	Coding rate
	1/3

	Equalizer 
	LMMSE

	HARQ
	Chase combining

	Max number of HARQ retransmissions
	4

	Group feedback
	One feedback per 5 RBs

	Feedback error
	None (Assumed ideal)

	Feedback delay
	2 TTIs

	Feedback interval
	9, 12, 18, 24 TTIs

	Channel Estimation
	Ideal channel estimation

	Codebook for MIMO precoding
	Constant modulus Householder codebook [12]


In order to compare the performance for the same feedback overhead the following feedback patterns are used:

Constant Modulus Householder codebook (4 bits)

CM-HH-Binary precoding  R B B R B B R B B R ...

CM-HH Precoding         R     R     R     R ...

Capital R represents resetting matrix feedback and capital B represents binary feedback. In the simulations 4 bits are used for constant modulus Householder (CM-HH) matrix feedback during reset and 1 bit is used for binary feedback. Binary feedback with CM-HH precoding is denoted as CM-HH-BIN. In the setup CM-HH matrix feedback and CM-HH-BIN feedback have the same feedback overhead.

Figure 3 shows BLER performance for CM-HH and CM-HH-BIN precoding for a 4x1 antenna configuration for 64QAM. As compared with CM-HH pre-coding, 1 dB performance gains are observed when using constant modulus binary differential feedback to update constant modulus Householder pre-coding matrix.
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Figure 3. Performance for CM-HH, CM-HH-BIN precoding for 4x1 MIMO using 64QAM (3 km/h).  4-bit CM-HH codebook.

Figure 4 shows BLER performance for CM-HH and CM-HH-BIN precoding for a 4x2 antenna configuration for 16QAM with two streams. Dual codewords are assumed, with the first and second codeword mapped to the first and second layers respectively. As compared with CM-HH pre-coding, 0.6 dB performance gains are observed when using binary differential feedback to update constant modulus Householder pre-coding matrix.
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Figure 4. Performance comparison between CM-HH precoding and CM-HH-BIN precoding for 4x2 MIMO with two data streams using 16QAM (3 km/h).  4-bit CM-HH codebook.
The required differential feedback interval depends on the rate of channel variation due to motion. The optimum feedback rate, or interval, may be determined by simulations. A fixed feedback rate may be used as a compromise for a range of vehicle speeds and channels. The feedback interval can also be configured, or reconfigured, to meet certain performance requirements. If information about vehicle speed is available, that may be used as well. In addition to the above, the step size of the pre-coding matrix update can also be optimized.

4. Conclusions

In this contribution a new feedback scheme for constant modulus MIMO pre-coding is described. In the proposed feedback and pre-coding scheme the same constant modulus unitary matrix is used at initialization and reset. Between resets constant modulus binary differential feedback is used to track the channel and fine tune the precoding matrix. The coefficients needed to compute the binary feedback bits and precoding matrix update can be pre-computed and stored in the form of a look-up table (LUT). 
It should be emphasized that the approach described herein uses the agreed way forward codebook described in [4], which is a unique aspect of this proposal over those described in [2] and [3]. Consequently a new codebook is not needed to achieve the performance advantages of this approach.  

The feedback overhead for the proposed precoding/feedback scheme is summarized in Appendix A. The proposed scheme requires significantly less (50% – 67%) feedback overhead than the schemes only using non-differential precoding while maintaining the same performance. Alternatively, performance can be improved by 0.6 to 1 dB while maintaining the same overhead as conventional non-differential precoding feedback schemes. 
We propose that differential feedback be used to improve MIMO performance and reduce uplink signaling overhead. In particular, we propose that binary differential feedback be used to track channel variations, and non-differential feedback be used during initialization and resets. 
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APPENDIX A
A1. Feedback Overhead Summary

Here we evaluate the feedback overhead for this proposed feedback scheme for a Constant Modulus Householder (CM-HH) and a DFT precoding codebook. Note that the HH and DFT codebooks have the same feedback overhead if the same size of codebook is used. We assume a binary differential feedback reset every 3 TTIs for the 4-bit codebook, 5 TTIs for the 6-bit codebook, and a reset every 6 TTIs for the 5-bit codebook. Also we evaluate the worst case overhead which corresponds to a feedback every TTI. A slower feedback rate can be obtained by linearly scaling down the numerology for the fast feedback. Table A1 shows the summary of the feedback overhead in kbps for a 5MHz bandwidth. The feedback overhead for other bandwidths can be obtained by linear extrapolation of the numbers in Table A1. 

Table A1. Feedback overhead for binary differential precoding and feedback

	Codebook size
	Feedback bit rates

	
	300 subcar.

(1 RBG)
	156 subcar.

(2 RBGs)
	72 subcar.

(5 RBGs)
	12 subcar.

(25 RBs)

	16 (4 bit)
	2kbps
	4kbps
	10kbps
	50kbps

	32 (5 bit)
	1.7 kbps
	3.4  kbps
	8.5  kbps
	42.5  kbps

	64 (6 bit)
	2 kbps
	4  kbps
	10  kbps
	50  kbps


A feedback overhead evaluation was also done by Alcatel-Lucent using regular DFT precoding in [9]. Table A2 is a summary of feedback overhead reported in [9].

Table A2. Feedback overhead for regular DFT precoding
	Codebook size
	Feedback bit rates

	
	300 subcar.
	156 subcar.
	72 subcar.
	12 subcar.

	32 (5 bit)
	5 kbps
	10  kbps
	25  kbps
	125  kbps

	64 (6 bit)
	6 kbps
	12  kbps
	30  kbps
	150  kbps


Comparing tables A1 and A2, we conclude that the feedback overhead can be reduced significantly by using binary differential feedback and precoding. For a codebook size of 32 the feedback overhead is reduced by 66% for all frequency granularities. For a codebook size of 64 the feedback overhead is reduced by 67% for all frequency granularities. For a codebook size of 16 the feedback overhead is reduced by 50% for all frequency granularities. The reduction of feedback overhead with respect to regular DFT precoding is summarized in Table A3.

Table A3. Reduction of feedback overhead using binary differential precoding and feedback

	Codebook size
	Feedback bit rates

	
	300 subcar.

(1 RBG)
	156 subcar.

(2 RBGs)
	72 subcar.

(5 RBGs)
	12 subcar.

(25 RBs)

	16 (4 bit)
	50%
	50%
	50%
	50%

	32 (5 bit)
	66%
	66%
	66%
	66%

	64 (6 bit)
	67%
	67%
	67%
	67%


APPENDIX B

B1. Look-up Table (LUT) for 
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B2. Look-up Table (LUT) for U
An example look-up table for U is shown in Table B2-1. TableB2-1 shows the matrices U used for precoding matrix update for binary bit equals +1. The same matrices U except some entries have sign changes are used for precoding matrix update for binary bit equals -1. For rank 1 the first row of each matrix U has the sign change. For rank 2 the first two rows of each matrix U have the sign changes. Denote U for binary bit equals +1 as 
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Table B2-1

	U
	Rank 1
	Rank 2

	1
	   0.6912          

  -0.1686 - 0.5531i

   0.0688 - 0.2518i

   0.2939 - 0.1823i
	  -1.2205                     0.7408          

  -0.4405 + 0.0978i    -0.7004 + 0.1555i

  -0.3615 - 0.3416i     -0.3065 - 0.2953i

   0.1211 + 0.2114i     -0.4246 - 0.7583i

	2
	   0.7021          

  -0.2628 + 0.3778i

  -0.0092 - 0.3751i

   0.2761 - 0.2798i
	   -1.4020                    0.2225          

  -0.0195 - 0.0647i     -0.3557 - 1.1815i

  -0.1150 - 0.0717i     -0.3601 - 0.1882i

   0.0741 - 0.0778i     -0.3246 + 0.3968i

	3
	   0.9558          

   0.1130 - 0.1020i

   0.0243 + 0.2059i

  -0.0746 + 0.1212i
	  -1.3968                     0.5707          

   0.0850 - 0.1671i      0.4071 - 0.8008i

   0.0689 + 0.0005i    -0.4862 + 0.5760i

  -0.0876 + 0.0368i    -0.1598 + 0.5229i

	4
	  -0.8867          

  -0.2220 - 0.1988i

   0.0972 - 0.2138i

  -0.1455 - 0.2205i
	  -1.1936                     0.5867          

   0.7447 - 0.1440i     -0.8775 + 0.1696i

   0.0001 + 0.0001i     0.7138 + 0.1723i

  -0.0001 - 0.0001i      0.4284 + 0.3664i

	5
	  -0.9872          

   0.1025 + 0.0703i

  -0.0428 + 0.0570i

   0.0388 + 0.0587i
	   0.3835                     1.1966          

  -0.1167 + 1.2899i     0.0399 - 0.4415i

   0.2710 - 0.0974i      0.1686 - 0.4093i

   0.1810 + 0.2445i    -0.4171 - 0.0411i

	6
	  -0.9095          

  -0.1824 - 0.1444i

   0.2075 - 0.1732i

  -0.1177 - 0.1784i
	  -1.3631                     0.1399          

  -0.0742 + 0.0335i     1.0760 - 0.4861i

  -0.2024 - 0.0507i      0.0393 - 0.6293i

  -0.2635 - 0.1491i     -0.1417 + 0.4108i

	7
	  -0.9999          

   0.0037 + 0.0029i

   0.0061 + 0.0052i

   0.0106 + 0.0053i
	  -1.2658                     0.2861          

   0.1392 - 0.0562i      1.0472 - 0.4230i

  -0.2882 + 0.0089i     0.1646 - 0.6878i

  -0.4585 - 0.2859i     -0.2768 + 0.2566i

	8
	  -0.7011          

  -0.1446 - 0.0984i

  -0.3705 - 0.3158i

  -0.3675 - 0.3251i
	  -1.1596                     0.4773          

   0.3458 - 0.1003i      0.9705 - 0.2816i

  -0.2823 + 0.1507i     0.2807 - 0.7252i

  -0.5266 - 0.3822i     -0.3811 + 0.0319i

	9
	  -0.4383          

  -0.0930 - 0.0301i

  -0.5190 - 0.4430i

  -0.3533 - 0.4560i
	  -1.1078                     0.7057          

   0.5407 - 0.0198i      0.7998 - 0.0292i

  -0.2178 + 0.3379i     0.3749 - 0.6564i

  -0.4148 - 0.3827i     -0.4148 - 0.3434i

	10
	   0.2740          

  -0.0222 - 0.0957i

   0.5831 + 0.4981i

   0.2534 + 0.5127i
	  -1.0406                     0.6554          

   0.5362 - 0.1290i      0.8382 - 0.2016i

  -0.1966 - 0.3865i      0.5734 + 0.4947i

  -0.5123 - 0.4032i     -0.4844 - 0.1384i

	11
	   0.2246          

  -0.1613 - 0.2430i

   0.5828 + 0.4979i

   0.1190 + 0.5126i
	  -0.9047                     0.7824          

   0.5641 - 0.3128i      0.5715 - 0.3169i

  -0.1608 - 0.4536i      0.7127 + 0.4026i

  -0.6153 - 0.3940i     -0.5335 + 0.0786i

	12
	   0.3091          

  -0.2896 - 0.3778i

   0.5203 + 0.4444i

  -0.0166 + 0.4576i
	  -0.9337                     0.8096          

   0.1574 - 0.5209i      0.1699 - 0.5624i

  -0.0472 - 0.6303i      0.7170 + 0.0733i

  -0.6468 - 0.1190i     -0.2430 + 0.6487i

	13
	   0.9960          

  -0.0265 - 0.0335i

   0.0290 + 0.0681i

  -0.0084 + 0.0255i
	  -1.1124                     0.3368          

   0.1577 + 0.6273i    -0.2340 - 0.9307i

   0.0981 - 0.4240i      0.4583 + 0.4738i

  -0.1421 + 0.3671i     0.4274 + 0.5903i

	14
	   0.8888          

   0.1755 + 0.2441i

  -0.2816 - 0.1552i

   0.0713 - 0.1056i
	   0.2317                     0.8155          

  -0.7980 - 1.1378i      0.3704 + 0.5282i

  -0.0935 - 0.0321i      0.0157 - 0.5569i

  -0.0005 - 0.0706i     -0.7430 + 0.2373i

	15
	-0.8510          

  -0.2581 - 0.2518i

  -0.2456 - 0.1635i

   0.1805 - 0.1621i
	   0.2540                     1.3333          

  -1.3697 - 0.1496i      0.2836 + 0.0310i

  -0.1179 - 0.1160i       0.1918 - 0.0069i

  -0.0580 - 0.0795i     -0.3200 - 0.0412i

	16
	  -0.9721          

  -0.1555 - 0.0959i

  -0.0642 - 0.0400i

   0.1098 - 0.0617i
	   0.3343                     1.3324          

  -1.1424 - 0.0966i      0.1743 + 0.0147i

  -0.3639 - 0.5405i      0.2037 + 0.0947i

  -0.2381 - 0.3041i     -0.3543 - 0.1346i

	17
	  -0.6254          

  -0.3962 - 0.3957i

  -0.1692 - 0.0789i

  -0.4426 - 0.2541i
	   0.4976                     1.2906          

  -0.9110 - 0.1114i       0.1259 + 0.0154i

  -0.3010 - 0.7863i      0.1831 + 0.1919i

  -0.2776 - 0.3523i     -0.4353 - 0.2417i

	18
	  -0.5240          

  -0.3005 - 0.5559i

  -0.0881 + 0.0103i

  -0.4894 - 0.2806i
	  -0.6067                    -1.0566          

   0.9394 + 0.1164i     -0.5387 - 0.0667i

   0.0692 + 0.8394i     -0.0612 - 0.1320i

   0.0835 + 0.1396i      0.5860 + 0.4736i

	19
	  -0.1342          

  -0.2604 - 0.5253i

   0.0191 + 0.1626i

  -0.6789 - 0.3879i
	   0.5830                     -0.3681          

  -0.7357 - 0.3621i      -0.9778 - 0.4812i

  -0.2769 + 0.9219i     -0.0973 + 0.1803i

   0.2027 + 0.1421i     -0.5467 - 0.5796i

	20
	   0.0174          

  -0.1184 - 0.3694i

   0.1850 + 0.3566i

  -0.7211 - 0.4097i
	  -0.5838                     -1.0957          

  -0.2919 + 0.7998i     -0.0293 + 0.0802i

  -0.5067 + 0.4899i      0.3546 + 0.4952i

   0.6023 + 0.2734i     -0.3519 + 0.5452i

	21
	   0.0733          

  -0.0411 + 0.1805i

  -0.3412 - 0.5329i

   0.6517 + 0.3677i
	   0.7684                      0.8805          

   0.6292 + 0.1165i     -0.5584 - 0.1034i

   0.1171 - 0.1517i       0.6799 - 0.6380i

  -0.6926 - 0.6954i       0.1063 + 0.1478i

	22
	   0.4371          

  -0.1440 + 0.0189i

  -0.3954 - 0.5966i

   0.4582 + 0.2562i
	   0.7353                      0.3484          

   0.7391 + 0.5906i     -0.7327 - 0.5854i

  -0.0600 - 0.1654i       0.8798 - 0.4127i

  -0.2566 - 0.6837i      -0.2108 + 0.1018i

	23
	   0.9860          

  -0.0338 - 0.0117i

  -0.0762 + 0.0715i

   0.0554 + 0.1118i
	  -0.0941                     -0.2510          

   1.2899 + 0.5437i     -1.0270 - 0.4329i

  -0.1324 + 0.0082i     -0.4447 + 0.3312i

   0.1091 - 0.0453i      -0.3510 + 0.5139i

	24
	   0.8271          

  -0.2081 - 0.1052i

   0.2814 + 0.2697i

   0.2096 + 0.2562i
	  -0.6868                     -0.4701          

  -0.8467 - 0.6286i       0.7180 + 0.5331i

   0.3708 + 0.3625i      0.5615 + 0.1771i

  -0.0110 - 0.3837i       0.3795 + 0.6990i

	25
	   0.8271          

  -0.2081 - 0.1052i

   0.2814 + 0.2697i

   0.2096 + 0.2562i
	   0.4064                      1.1446          

  -0.9957 - 0.7103i       0.3716 + 0.2651i

  -0.4167 - 0.1261i      -0.2258 - 0.4014i

  -0.1064 - 0.3714i      -0.2422 + 0.4590i
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