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1 Introduction
This document contains a text proposal for TR 25.804 [1] regarding the simulated benefits of Node-B scheduling within the context of a TDD enhanced uplink system.
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<<<<<<<<<<<<<<<<<< start of text proposal >>>>>>>>>>>>>>>>>>>>>

8.1
Scheduling <Node B controlled scheduling, AMC>

8.1.1
Performance Evaluation
A key benefit of Node-B scheduling when compared to scheduling in earlier releases is that of traffic latency.  By moving the scheduler into the Node-B, the latency of traffic is reduced due to:

· Faster scheduling response to UE buffer volume measurements

· Faster scheduling response for retransmissions
· Removal of multiple traversals of the Iub interface for retransmissions

These effects have been simulated for a system scenario using the modified gaming traffic model of [9] for two sets of scheduling parameters (Table [T1]):

	Parameter
	Release-5 based
	Enhanced uplink based
	Comments

	Scheduling
	RNC based
	Node-B scheduling of enhanced uplink code resource space
	

	Scheduling delay
	100ms
	20ms
	

	ACK/NACK delay
	100ms
	10ms
	Time from PDU arriving at Node-B and the ACK/NACK being received by the UE

	BLER target
	1%
	10%
	Assumed that faster retransmission delay enables operation at more efficient BLER for E-UL


Table [T1]

The gaming traffic model was defined by the following parameters (see also [9] for a general description):
	Parameter
	Value
	Comment

	Mean packet call duration
	5s
	Exponential distribution

	Mean reading time
	5s
	Exponential distribution

	Datagram size
	576 bytes
	Fixed

	Mean datagram interarrival time
	40 ms
	Log-normal distribution, 
40 ms standard deviation

	Resulting mean data rate during packet call
	115.2 kbps
	


Table [T2] - Parmeter Settings for the Modified Gaming model
Other parameters used in the simulations are listed in table [T3]:
	Parameter
	Value
	Comments

	Carrier Frequency
	2000MHz
	

	Chip Rate
	3.84Mcps
	

	Frequency Re-use
	N=1
	

	Layout
	12 sites with rectangular wrap-around
	

	Sectorisation
	Tri-sectored
	

	Pathloss model
	128.15 + 37.6 log10(d) dB
	From 3GPP TS 25.942

	Cell radius
	1000m
	Inter-site distance 2000m

	Shadow fading standard deviation
	8dB
	Log normal

	Node-B antenna gain
	14dBi
	

	Node-B receiver noise figure
	5dB
	

	Node-B Rx diversity
	2 antennas
	

	UE antenna gain
	0dBi
	

	Users per cell
	8,12,14,16,18,20
	

	Number of uplink timeslots
	8
	

	Traffic model
	Modified Gaming
	

	Scheduling
	Round-robin
	Max TTI resource per user = 1xSF4, 8 timeslots

	Channel type
	Pedestrian-B 3kmph
	All users

	Power control
	On
	


Table [T3]
The simulation was run for 8, 10, 12, 14, 16, 18 and 20 gaming users per cell, presenting mean offered loads of 460 to 1152kbps per sector.  For each user the datagram delay times were recorded and averaged over the period of each simulation.  The CDFs of the datagram delays are plotted in figure [F1] below:
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Figure [F1] – Datagram delay CDF, Rel-5 scheduling parameters, modified gaming model, round robin scheduler
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Figure [F2] – Datagram delay CDF, E-UL scheduling parameters, modified gaming model, round robin scheduler
As for many other traffic types, gaming traffic is sensitive to delay.  The exact sensitivity is subjective however, and dependent upon the exact application.  A reasonable assumption is to stipulate that 99% of datagrams should experience a delay of less than eg: 250ms in order to not impair the gaming experience.
Comparing figures [F1] and [F2], this corresponds to 8 and 12 users for the release 5 and enhanced uplink parameter sets respectively, or a 50% increase in the number of satisfied users in the cell for the same quality of service.
In terms of packet call throughput, the gains are less significant due to the long mean length of a packet call in the gaming model (5 seconds) ie: the latency improvements are small in comparison to the packet call duration.  Packet call throughput is however seen to increase by a factor of approximately 10% to 15% depending on the loading (figure [F3]).
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Figure [F3] – Packet call throughput CDFs at low and high loading, modified gaming model
Packet call throughput improvements arising due to scheduling and ACK/NACK delay improvements become much more noticeable as the mean packet call duration is reduced.  The results of figure [F4] show an example of this for the same modified gaming traffic model in which the mean packet call duration has been reduced from 5 seconds to 500ms.  As can be seen, the packet call throughput gain increases to approximately 50%.
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Figure [F4] - Packet call throughput CDFs at low and high loading, modified gaming model with 500ms mean packet call duration
As such, the packet call throughput experienced by users for bursty services with short packet call times are likely to be significantly enhanced by means of Node-B scheduling.
In addition to traffic delay and packet call throughput benefits associated with Node-B scheduling, other aspects of Node-B scheduling in an enhanced uplink system are:

i) the scheduler may be located in the same entity as the H-ARQ function, allowing for accurate resource scheduling as a function of buffer status and retransmission requirements

ii) the scheduler may be co-located with the MAC-hs scheduler for HS-DSCH, such that uplink and downlink resource requirements may be jointly considered

iii) buffer volume reports and measurement from the UE of relevance to the scheduler may experience lower delay and improve the responsiveness of the scheduler to channel conditions and buffer status
It should be noted that the results presented within this section analyse performance of the scheduling apects only.  When used in conjunction with other proposed enhancements (notably H-ARQ and 8-PSK), buffer delay will be further reduced due to increases in sector throughput (see sections 8.2 and [8.1.6]).
8.1.2
Complexity Evaluation <UE and UTRAN impacts>
From a UE perspective, the complexity associated with Node-B scheduling is relatively small.  The UE must be able to demodulate and decode the scheduling and ACK/NACK messages (see section 8.1.3).  These scheduling messages effectively substitute those higher-layer scheduling messages for release 5.  The ACK/NACK messages are additional to release 5.  The delay aspects of decoding the signaling must be jointly considered with UE complexity when selecting suitable downlink signaling in order to achieve minimum scheduling delay at reasonable complexity.  However, this is not anticipated to prove problematic (cf: HS-SCCH for HS-DSCH).
Some additional RRC signaling may be required to support Node-B scheduling.
From a UTRAN perspective, Node-B scheduling would require additional Iub signaling to support configuration of the enhanced uplink resources.  Additionally, the instantiation of the scheduler within MAC-e is non-trivial.  However, the scheduling function is likely to be of similar complexity to that for HS-DSCH in release 5 and as such is considered feasible.
8.1.3
Downlink Signaling
In order to support Node-B scheduling, new downlink signaling would need to be introduced to carry the scheduling information from the Node-B to the UE.
It is anticipated that the scheduling information would be carried by means of physical layer signaling between MAC-e peer entities.  The times of transmission of the scheduling information and ACK/NACK information are not necessarily coincident and as such separate physical channels for ACK/NACK and for scheduling information would be advantageous.
The exact nature of the downlink signaling is not of concern to this study although it is assumed that scheduling information to be carried to the UE may include:
· code resources

· timeslot resources

· rate scheduling information

· UE identity
· The length of grant (shortest 1 TTI, longest duration TBD)
8.1.5 Compatibility with earlier Releases
It is assumed that the Node-B scheduler would be allocated a pool of power and physical (code/timeslot) resources over which it has arbitration amongst contending enhanced uplink users.  These resources would be distinct and separate from those under control of the RNC for legacy uplink channels.  In this sense, the enhanced uplink system may co-exist with earlier releases under the control of the RNC.
<<<<<<<<<<<<<<<<<< end of text proposal >>>>>>>>>>>>>>>>>>>>>



























































































