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Introduction
This contribution presents ETRI’s views on the evaluation of AI/ML for beam management use case for the AI/ML for NR Air Interface study [1].

	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
- Initial set of use cases includes: 
o	CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
o	Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
o	Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
…



Discussion
Evaluation methodologies for AI/ML-based spatial-domain beam prediction
In this section, we discuss evaluation methodologies for AI/ML for beam management. According to agreements in agenda 9.2.3.2[2], sub use-case of AI/ML for beam management has been made. In this document, we focus on evaluation results for spatial-domain beam prediction (BM-case1).

	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range.
Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact



Spatial-domain beam prediction represents that an AI/ML model predicts beams showing optimal performance based on the measurement result of beams at a specific time. In our evaluation, an AI/ML model inferences L1-RSRP of all beam pairs in Set A using L1-RSRP measurement of beam pairs in Set B as input to the AI/ML model. From the output of the AI/ML model, we can calculate Top-K beam indices among all beam pairs. The structure of spatial-domain beam prediction is described in the following Figure 1.
[image: ]
Figure 1. The structure of spatial-domain beam prediction

Beam management procedure
The conventional beam management for determining downlink beam pair is composed of P1/P2/P3 processes. In a P1 process, performance of beam is measured by using a sparse beam. And a coarse beam pair is determined based on the results obtained here. In general, in a P2 process, a base station searches for and improves a narrower Tx beam. Conversely, in the P3 process, the UE searches for and improves a more detailed Rx beam.
AI/ML based beam management including beam prediction may operate in connection with an existing beam management process described above. For example, The P1 process determining the coarse beam pair is performed in the same way, and then the AI/ML for beam management can substitute the P2/P3 process and operates continuously. This change in beam management procedure can affect important KPIs such as RS overhead. Therefore, discussions on more specific beam management procedures for AI/ML based beam management are needed.

Proposal 1: Further study the beam management procedures for AI/ML beam management.

Evaluation result on spatial-domain beam prediction

Evaluation results on Tx-Rx beam pair prediction
In this section, we provide basic evaluation results on the Tx-Rx beam pair prediction sub-use case based on a dataset derived from our SLS platform.

Evaluation assumption and dataset generation
For the evaluation of AI/ML based spatial-domain beam prediction case, beam management datasets are generated by the SLS platform. The detailed parameters used for evaluation are described as following Table 1.

Table 1. Parameters for dataset generation
	Parameter
	Value

	Scenario
	Dense Urban

	Carrier Frequency
	30GHz

	Inter-BS distance
	200m

	Channel Model
	NR Uma

	UE distribution
	100% outdoor

	UE velocity
	3 km/h



Details of generated datasets in the preliminary simulation are shown in Table 2. We generate RSRP sample of 250 UEs in each simulation drop. We utilize 90% of samples as training datasets and the other 10% of samples are used as test datasets

Table 2. Description of datasets
	Parameter
	Value

	Number of UEs
	210

	Number of Drops
	250

	Number of samples
	52,500

	Training/Test sets split
	90% / 10%



Configuration of Set A and Set B beams
In our evaluation, we utilize a beam steering matrix to make Set A beams. In Tx-Rx beam-pair prediction, total 256 beams (32 Tx beams * 8 Rx beams) or 128 beams (32 Tx beams * 4 Rx beams) are simulated. Details of Tx and Rx beams in Set A are summarized in Table 3.

Table 3. Configuration of Set A beams
	Parameter
	Value

	Antennas at gNB
	(4,8,2,1,1,1,1)

	Tx beam pattern
	32 Tx beams = 16 horizontal * 4 vertical
Azimuth angle = [-7/16*pi, -5/16*pi, …, 5/16*pi, 7/16*pi]
Zenith angle = [1/8*pi, 3/8*pi, 5/8*pi, 7/8*pi]

	Antennas at UE
	(1,4,2,1,2,1,1) or (1,4,1,1,1,1,1)

	Rx beam pattern
	4 Rx beams or 8 Rx beams
Azimuth angle = [-7/16*pi, -5/16*pi, …, 5/16*pi, 7/16*pi] or
Azimuth angle = [-3/8*pi, -1/8*pi, 1/8*pi, 3/8*pi]



In our evaluation, two types of set B selection schemes are used. First, we use Fixed set B (Option 1). In this scheme, measurement beam pairs of set B are uniformly distributed in all beam pairs in set B. The below figures are examples of fixed set B.
[image: ]
Figure 2. Example of fixed set B with 64 beams

[image: ]
Figure 3. Example of fixed set B with 32 beams
Second, pre-configured Set B (Option 2B) is used. In this scheme, set B is randomly changed among pre-configured patterns. Figure 4 gives a simple example of the variable Set B, where there are four Set B patterns considered in this evaluation

[image: ]
Figure 4. Examples of pre-configured variable set B

AI/ML model for beam prediction
The AI/ML model for beam prediction utilizes FC(fully connected) layers. The number of hidden layers are five. Input of the AI/ML model is L1-RSRP measurements of set B and with implicit information of Tx and Rx beam ID. The output of the AI/ML model is L1-RSRP of all beam pairs and calculates the best Top-K beam indices among all beam pairs. The detailed structure of the AI/ML model is shown in Figure 5.
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Figure 5. Structure of AI/ML model based on FC layers
The detailed parameters of the AI/ML model and training procedure are in Table 4.

Table 4. Parameters of AI/ML model
	Parameter
	Value

	Backbone
	FCN

	Batch size
	32

	Number of epochs
	150

	Optimizer
	Adam

	Initial learning rate
	0.0001

	Loss function
	MSE



Evaluation results on fixed set B
 Previous RAN1 meetings agreed on the following options of the selection of Set B of beams(pairs) [3]. 

	Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded.
Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)



 In this chapter, we show an evaluation result on Tx-Rx beam pair prediction with fixed set B (option 1). First, we perform simulations of four fixed set B cases for 256 set A beam pairs. The results show that beam prediction accuracy is degraded as the size of set B is decreased.

Table 5. Evaluation result on beam pair prediction on 256 set A beams
	Set A - 256 (32 Tx and 8 Rx)

	Set B
	Top-1(%)
	Top-1(%) 
1dB margin
	Top-3/1(%)
	Top-5/1(%)
	Top-10/1(%)
	Average L1-RSRP 
diff (dB)

	Fixed 64
	68%
	82%
	89%
	93%
	95%
	0.742

	Fixed 32
	59%
	71%
	82%
	88%
	94%
	1.381

	Fixed 16
	38%
	49%
	60%
	69%
	79%
	4.386

	Fixed 8
	20%
	26%
	39%
	51%
	69%
	8.763



Observation 1: Beam prediction accuracy of AI/ML based beam pair prediction is mitigated as the size of beam pairs in set B is decreased. 
 According to the template without model generalization discussed in the previous meeting, the simulation results are summarized as follows.

Table 6. Evaluation results for BM-Case1 without model generalization for beam pair prediction with 256 set A beams
	Assumption
	BM-Case1 [fixed Set B]

	Settings
	Number of beam pairs in Set A
	256 (32 Tx and 8 Rx)

	
	Number of beam pairs in Set B
	F64
	F32
	F16
	F8

	
	[Pattern of Set B]
	{Tx Rx} = 
[{0,0}{0,2}
{0,4}{0,6} …
{30,1}{30,3}
{30,5}{30,7}]
	{Tx Rx} = 
[{0,0}{0,4}
{2,1}{2,5} …
{28,2}{28,6}
{30,3}{30,7}]
	{Tx Rx} = 
[{0,0}{0,4}
{5,1}{5,5} …
{26,2}{26,6}
{31,3}{31,7}]
	{Tx Rx} = 
[{0,0}{0,4}
{9,1}{9,5}
{18,2}{18,6}
{27,5}{27,7}]

	
	Baseline scheme
	Option2

	AI/ML model

	Model input
	L1-RSRPs of beam pairs in Set B

	
	Model output
	L1-RSRPs of beam pairs in Set A

	
	[Short model description]
	Fully Connected Network

	
	Model complexity
	952.6k
	933.9k
	925.7k
	921.6k

	
	Computational complexity
	950.3k
	936.2k
	928.0k
	923.9k

	Data Size
	Training
	47,250

	
	Testing
	5,250

	Evaluation results with [AI/ML/
baseline]
	[Beam prediction accuracy (%)]
	Top-1(%)
	68%
	59%
	38%
	20%

	
	
	Top-1(%) with 1dB margin
	82%
	71%
	49%
	26%

	
	
	Top-2/1(%),Top-3/1(%) ,Top-5/1(%) 
	Top-3/1: 
89 %
Top-5/1: 
93 %
Top-10/1: 
95 %
	Top-3/1: 
82 %
Top-5/1: 
88 %
Top-10/1: 
94 %
	Top-3/1: 
60 %
Top-5/1: 
69 %
Top-10/1: 
79 %
	Top-3/1: 
39 %
Top-5/1: 
51 %
Top-10/1: 
69 %

	
	[L1-RSRP Diff]
	Average L1-RSRP diff (dB)
	0.7415
	1.3812
	4.3856
	8.7629

	
	[System performance]
	RS overhead Reduction (%)
	75% 
(=1-64/256)
	87.5% 
(=1-32/256)
	93.8% 
(=1-16/256)
	96.9% 
(=1-16/256)



 Second, we perform simulations three fixed set B cases for 128 set A beam pairs. Same as the case for 256 set A beam pairs, that beam prediction accuracy is reduced as the size of set B is decreased.

Table 7. Evaluation result on beam pair prediction on 128 set A beams
	Set A - 128 (32 Tx and 4 Rx

	Set B
	Top-1(%)
	Top-1(%) 
1dB margin
	Top-3/1(%)
	Top-5/1(%)
	Top-10/1(%)
	Average L1-RSRP
diff (dB)

	Fixed 32
	67%
	78%
	90%
	93%
	96%
	0.924

	Fixed 16
	48%
	57%
	70%
	77%
	87%
	3.247

	Fixed 8
	26%
	33%
	47%
	60%
	78%
	7.376



 We compare simulation results on two different sizes of set A described above with the following baselines.
	Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.



 Compared to the baseline option 1 exhaustive beam search, spatial-domain beam pair prediction shows little mitigation of prediction accuracy. However, it achieves a large amount of RS overhead reduction. As baseline option 2, we sampled beam pairs uniformly in all set A and choose the highest L1-RSRP as the best beam pair. Compared to the baseline option 2, AI/ML based beam prediction improves performance.

Table 8. Evaluation results compared to baseline scheme
	Set A - 256 (32 Tx and 8 Rx)
	Average L1-RSRP diff (dB)
	Top-1(%)
	Top-1(%) with 1dB margin

	Set B – Fixed 64
	Baseline Opt2
	2.768
	47%
	58%

	
	AI/ML
	0.742
	68%
	82%

	Set B – Fixed 32
	Baseline Opt2
	4.997
	23%
	32%

	
	AI/ML
	1.381
	59%
	71%

	Set B – Fixed 16
	Baseline Opt2
	18.921
	0.15%
	0.21%

	
	AI/ML
	4.386
	38%
	49%

	Set A - 128 (32 Tx and 4 Rx)
	Average L1-RSRP diff (dB)
	Top-1(%)
	Top-1(%) with 1dB margin

	Set B – Fixed 32
	Baseline Opt2
	2.694
	42%
	52%

	
	AI/ML
	0.924
	67%
	78%

	Set B – Fixed 16
	Baseline Opt2
	16.210
	0.27%
	0.53%

	
	AI/ML
	3.247
	48%
	57%

	Set B – Fixed 8
	Baseline Opt2
	20.624
	0.21%
	0.40%

	
	AI/ML
	7.376
	26%
	33%


Observation 2: AI/ML based spatial-domain beam prediction has little mitigation of prediction accuracy but has a large amount of RS overhead reduction compared to the baseline option 1.

Observation 3: AI/ML based spatial-domain beam prediction improves beam prediction accuracy compared to the baseline option 2.

According to the template without model generalization discussed in the previous meeting, the simulation results are summarized as follows.

Table 9. Evaluation results for BM-Case1 without model generalization for beam pair prediction with 128 set A beams
	Assumption
	BM-Case1 [fixed Set B]

	Settings
	Number of beam pairs in Set A
	128 (32 Tx and 4 Rx)

	
	Number of beam pairs in Set B
	F32
	F16
	F8

	
	[Pattern of Set B]
	{Tx Rx} = 
[{0,0}{0,2}
{2,1}{2,3} …
{28,0}{28,2}
{30,}{30,3}]
	{Tx Rx} = 
[{0,0}{0,2}
{5,1}{5,3} …
{26,0}{26,2}
{31,1}{31,3}]
	{Tx Rx} = 
[{0,0}{0,2}
{9,1}{9,3}
{18,0}{18,2}
{27,1}{27,3}]

	
	Baseline scheme
	Option2

	AI/ML model

	Model input
	L1-RSRPs of beam pairs in Set B

	
	Model output
	L1-RSRPs of beam pairs in Set A

	
	[Short model description]
	Fully Connected Network

	
	Model complexity
	868.3k
	860.2k
	856.1k

	
	Computational complexity
	870.5k
	862.33k
	858.2k

	Data Size
	Training
	47,250

	
	Testing
	5,250

	Evaluation results with [AI/ML/
baseline]
	[Beam prediction accuracy (%)]
	Top-1(%)
	67%
	48%
	26%

	
	
	Top-1(%) with 1dB margin
	78%
	57%
	33%

	
	
	Top-2/1(%),Top-3/1(%) ,Top-5/1(%) 
	Top-3/1: 90 %
Top-5/1: 93 %
Top-10/1: 96 %
	Top-3/1: 70 %
Top-5/1: 77 %
Top-10/1: 87 %
	Top-3/1: 47 %
Top-5/1: 60 %
Top-10/1: 78 %

	
	[L1-RSRP Diff]
	Average L1-RSRP diff (dB)
	0.9239
	3.2472
	7.3764

	
	[System performance]
	RS overhead Reduction (%)
	75% 
(=1-64/256)
	87.5% 
(=1-32/256)
	93.8% 
(=1-16/256)


Evaluation results on variable set B
 In this chapter, we provide evaluation results on variable set B. Four different pre-configured patterns of set B are changed randomly during training and inference. The result shows that beam prediction accuracy is degraded in variable set B compared to fixed set B with the same size.

Table 10. Evaluation result on beam pair prediction with variable set B
	Set A - 256 (32 Tx and 8 Rx)

	Set B
	Top-1(%)
	Top-1(%) 
1dB margin
	Top-3/1(%)
	Top-5/1(%)
	Top-10/1(%)
	Average L1-RSRP diff (dB)

	Fixed 32
	59%
	71%
	82%
	88%
	94%
	1.3812

	Variable 32
	50.5%
	61.7%
	77.9%
	85.8%
	92.6%
	2.0681

	Fixed 16
	38%
	49%
	60%
	69%
	79%
	4.3856

	Variable 16
	30.0%
	38.2%
	50.8%
	59.6%
	71.9%
	6.9689



Observation 4: AI/ML based spatial-domain beam prediction with variable set B is degraded compared to fixed set B with the same size.

Table 11. Evaluation results for BM-Case1 without model generalization for beam pair prediction with variable set B
	Assumption
	BM-Case1 [fixed Set B]

	Settings
	Number of beam pairs in Set A
	256 (32 Tx and 8 Rx)

	
	Number of beam pairs in Set B
	P4N32R
	P416R

	
	[Pattern of Set B]
	pattern #1 {Tx Rx} = 
[{0,0}{0,4}{2,1}{2,5}
{4,2}{4,6}{6,3}{6,7} …
{24,0}{24,4}{26,1}{26,5}
{28,2}{28,6}{30,3}{30,7}]
pattern #2 {Tx Rx} = 
[{0,1}{0,5}{2,2}{2,6}
{4,3}{4,7}{6,0}{6,4} …
{24,1}{24,5}{26,2}{26,6}
{28,3}{28,7}{30,0}{30,4}]
pattern #3 {Tx Rx} = 
[{0,2}{0,6}{2,3}{2,7}
{4,0}{4,4}{6,1}{6,5} …
{24,2}{24,6}{26,3}{26,7}
{28,0}{28,4}{30,1}{30,5}]
pattern #4 {Tx Rx} =
[{0,3}{0,7}{2,0}{2,4}
{4,1}{4,5}{6,2}{6,6} …
{24,3}{24,7}{26,0}{26,4}
{28,1}{28,5}{30,2}{30,6}]
	pattern #1 {Tx Rx} =
[{0,0}{0,4}{4,1}{4,5}
{8,2}{8,6}{12,3}{12,7}
{16,0}{16,4}{20,1}{20,5}
{24,2}{24,6}{28,3}{28,7}]
pattern #2 {Tx Rx} =
[{0, 1}{0, 5}{4, 2}{4, 6}{8, 3}{8, 7}{12, 0}{12, 4}{16, 1}{16, 5}{20, 2}{20, 6}{24, 3}{24, 7}{28, 0}{28, 4}]
pattern #3 {Tx Rx} =
[{0,2}{0,6}{4,3}{4,7}
{8,0}{8,4}{12,1}{12,5}
{16,2}{16,6}{20,3}{20,7}
{24,0}{24,4}{28,1}{28,5}]
pattern #4 {Tx Rx} =
[{0,3}{0,7}{4,0}{4,4}
{8,1}{8,5}{12,2}{12,6}
{16,3}{16,7}{20,0}{20,4}
{24,1}{24,5}{28,2}{28,6}]

	
	Baseline scheme
	Option2

	AI/ML model

	Model input
	L1-RSRPs of beam pairs in Set B

	
	Model output
	L1-RSRPs of beam pairs in Set A

	
	[Short model description]
	Fully Connected Network

	
	Model complexity
	1.051M
	1.051M

	
	Computational complexity
	1.049M
	1.049M

	Data Size
	Training
	47,250

	
	Testing
	5,250

	Evaluation results with [AI/ML/
baseline]
	[Beam prediction accuracy (%)]
	Top-1(%)
	50.5%
	30.0%

	
	
	Top-1(%) with 1dB margin
	61.7%
	38.2%

	
	
	Top-2/1(%),Top-3/1(%) ,Top-5/1(%) 
	Top-3/1: 77.9%
Top-5/1: 85.8%
Top-10/1: 92.6%
	Top-3/1: 50.8%
Top-5/1: 59.6%
Top-10/1: 71.9%

	
	[L1-RSRP Diff]
	Average L1-RSRP diff (dB)
	2.0681
	6.9689

	
	[System performance]
	RS overhead Reduction (%)
	87.5% 
(=1-32/256)
	93.8% 
(=1-16/256)




Conclusion
In this contribution, ETRI’s views on the evaluation on AI/ML beam management were shown and the following proposal and observations were made:

Proposal 1: Further study the beam management procedure for AI/ML beam management.

Observation 1: Beam prediction accuracy of AI/ML based beam pair prediction is mitigated as the size of beam pairs in set B is decreased. 

Observation 2: AI/ML based spatial-domain beam prediction has little mitigation of prediction accuracy but has a large amount of RS overhead reduction compared to the baseline option 1.

Observation 3: AI/ML based spatial-domain beam prediction improves beam prediction accuracy compared to the baseline option 2.

Observation 4: AI/ML based spatial-domain beam prediction with variable set B is degraded compared to fixed set B with the same size.
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