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Introduction
[bookmark: _Hlk101176897]Channel state information (CSI) feedback enhancement using AI/ML-based method is agreed to be one of the use cases in this study item [1]. In the previous RAN WG1 #112bis-e meeting, the following aspects of the potential specification impacts were discussed [2] for the CSI compression using two-sided AI/ML models (Fig. 1):
· CSI configurations and CSI reports.
· AI/ML performance monitoring.
· Data collection.
· Quantization alignment.
[image: ]
Fig. 1: The two-sided AI/ML model [1].
Highlights of the agreements achieved are summarized as follows.
	[bookmark: _Hlk133569470]Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.

Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, reusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


Conclusion
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   


Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
· For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
· For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.




In this paper, we further share our views on potential specification impacts on CSI configurations and AI/ML model performance monitoring for the sub use case of CSI compression using two-sided AI/ML models.

CSI Configurations and Reports
AI/ML Model Alignment
The AI/ML-based CSI generation part is often equipped at the UE side, which transforms the channel information into a bit sequence as a part of the CSI. The AI/ML-based CSI reconstruction part is equipped at the NW side, which recovers the channel information. At the NW side, a gNB is expected to support various types of AI/ML-based models manufactured by a number of vendors. On the other hand, however, only some certain types of AI/ML-based models may be supported by a UE. The knowledge of the types of AI/ML-based model supported by a UE may not be assumed to be available by the NW. For this reason, it would be difficult for the NW to configure proper AI/ML-based CSI generation part to the UE. Consequently, the AI/ML model alignment should be done before configurations and AI/ML-based CSI reporting.
Our view is that the NW and UE should align the models they support before communications in multi-vendor collaboration. Specifically, an efficient method of aligning the models from both sides is that UE reports to the NW the AI/ML models it supports. This may be implemented by reporting some identifications (IDs) of the AI/ML models from UE to the NW. The NW, based on the AI/ML models it owns, assigns the available AI/ML models to the UE, potentially by configuring some IDs to the UE. In this way, the UE and NW align their supported AI/ML models, and they are ready to communicate.
In the RAN2 #121 meeting, it is agreed that the model ID is assumed to be unique “globally”. The global model ID can be regarded as an identification for each one of the AI/ML models in use. 
	RAN2 #121 agreement [3]
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified.



In the following, we give an example to illustrate the AI/ML model alignment using global model IDs. As the setup, the AI/ML models supported by the UE and NW are given in the first and second columns of Table 1. The AI/ML models deployed at the NW-side are Model #A, #B, #C, #D, and #E. A UE supports Model #A, #C, and #X. As the first step, the UE reports to the NW these three AI/ML models it supports. Upon receiving the report from UE, the NW looks up the list of its available AI/ML models and finds out that the Model #X is beyond its reach. The NW then decides to assign Model #A and #C to this UE.
Table 1: AI/ML model alignment between UE and NW.
	NW-side supported AI/ML models
	UE-side report
	NW-side can assign (Paired model ID)

	Model #A
	Model #A
	Model #A

	Model #B
	Model #C
	Model #C

	Model #C
	Model #X
	

	Model #D
	
	

	Model #E
	
	



Proposal-1: For the sub use case of CSI compression using two-sided AI/ML models, study the mechanism and potential specifications that UE and NW align their supported AI/ML models in the multi-vendor collaborations.
In the example above, the IDs, i.e., #A, #B, …, can be regarded as global model IDs. A UE reports to the NW, possibly through UE capability report, the global model IDs of the AI/ML models available for some scenario and configurations. Since the global model IDs may cause a large overhead, The NW may assign local IDs to the UE to inform the outcome of the AI/ML model alignment. Compared to the global model IDs, local IDs are only assigned to a subset of the set of available AI/ML models. The overhead of the former may be significantly smaller than that of the latter. We have the following proposal.
Proposal-2: For the sub use case of CSI compression using two-sided AI/ML models, study using local model IDs as the identifiers in CSI configuration and CSI report after model alignment between UE and NW, which reduces the overhead compared to global model IDs.
In the previous meetings, the notion of pairing ID was proposed by companies in the agenda 9.2.1 for general framework, which may be used in model alignment in the CSI compression using two-sided models. It was suggested that the necessity of pairing ID can be discussed in each of the use cases. In the sub use case of CSI compression using two-sided AI/ML models, our view is that global model ID is enough for model alignment, and there is no need to introduce pairing IDs.
The reasons are two folded. First, the global model IDs may carry the pairing information for two-sided AI/ML models. So global model IDs serve the purpose of model alignment. Second, pairing ID does not reduce the overhead of model alignment. It is not clear the benefit of introducing the notion of pairing ID at least for model alignment.
Proposal-3: For the sub use case of CSI compression using two-sided AI/ML models, global model ID is sufficient for model alignment, and there is no need to introduce pairing IDs.
CSI Reports
In the RAN1#112 meeting, it is agreed that the methods to support the legacy CSI reporting principles should be studied. In this contribution, we discuss the structure of the CSI report in the AI/ML-based CSI reporting. We first review the CSI reporting principles in the legacy codebook-based CSI feedback, and then study whether they apply in the AI/ML scenario.
We focus on CSI reporting using PUSCH, and the case that the PMI is reported to the NW. A CSI report comprises of two parts [4].
· Part 1: the payload size is fixed, which is used to identify the bitwidth of the Part 2.
· Part 2: the number of information bits vary, e.g., the PMI may be reported as Part 2 CSI, whose bitwidth depends on the RI in Part 1 CSI.
In addition, it is specified that Part 1 CSI should be transmitted in its entirety before Part 2 CSI.
The bitwidth of a CSI report varies case by case. Specifically, the payload size of a CSI depends on the RI if PMI is reported. In legacy CSI reporting principles, the RI belongs to Part 1 CSI, which is used to identify the number of the spatial layers reported in PMI in Part 2 CSI. One of the benefits of reporting Part 1 in its entirety before Part 2 is that it enables the NW to estimate the payload size of the CSI, so as to configure reasonable payload size for the CSI report. From our point of view, this principle also applies to the scenario of AI/ML-based CSI reporting, so it should be adopted.
Proposal-4: For the sub use case of CSI compression using two-sided AI/ML models, study the following options of the structure of CSI.
· The CSI is divided into multiple parts, where at least one part has a fixed bitwidth, which indicates the size(s) of the other(s).
· The CSI is not divided into more than one part.
The first option is preferred.
In the case of insufficient uplink resources, a portion of the Part 2 CSI generated by the AI/ML-based method may be omitted according to some priority order, as what is done in the legacy codebook-based CSI reporting. In the legacy CSI reporting, the priority order is set in the frequency domain, i.e., the subband indices, or the components of the PMI, etc. However, in the AI/ML-based CSI, the frequency-domain correlation is exploited for compression, and the CSI generated by AI/ML-based method does not have the structure similar to the indices of the PMI. So, the subband indices and the PMI indices may not be the rule for the CSI priority. The spatial layer, on the other hand, may be used as a rule for the CSI propriety in AI/ML-based CSI.
Proposal-5: For the sub use case of CSI compression using two-sided AI/ML models, study the rules for setting the CSI priority. As an example, the spatial layer indices can be an option.

AI/ML Model Performance Monitoring
In the RAN1 #112 meeting, the agreement of studying the potential specification impacts on intermediate KPI-based AI/ML model performance monitoring is achieved. The monitoring can be performed at UE side or NW side [5]. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side.
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded.
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.



In this paper, we study the intermediate-KPI-based AI/ML model performance monitoring. The NW-side AI/ML monitoring are considered in this section. The follow-up mechanism after the AI/ML monitoring is also studied, including fallback to legacy codebook-based CSI reporting.
NW-Side Monitoring
In this section, we study the AI/ML model performance monitoring at NW side. To simplify the presentation, we assume that the target CSI is the true right singular vectors of the channel matrix from realistic channel estimation. 
Target CSI is needed to be reported to the NW in the AI/ML model performance monitoring at NW side. The issue of overhead should be considered since high-resolution target CSI is needed to guarantee an accurate monitoring result. Scalar quantization of the ground-truth CSI, e.g., using floating point numbers, may be an option of the target CSI, however, the overhead may be prohibitive. To reduce the overhead, the ground-truth CSI can be quantized using codebook-based quantization approach. One of the examples is the Rel-16 e-type II-like codebook with new parameter values. It is shown in our companion contribution [6] that Rel-16 e-type II-like codebook with specified or new parameter values offer high accuracy, which significantly reduce the overhead of reporting the ground-truth CSI. Specifically, link-level simulations are performed with the parameters summarized in Table 1. The monitoring error can be less than 0.04 in terms of SGCS under 90% monitoring accuracy by using Rel-16 e-type II-like codebook with PC 2, which consumes 730 bits (< 92 bytes). However, a number of 3328 bytes is required to quantize the right singular vectors using floating point numbers (float32) according to the antenna configuration and the number of subbands as summarized in Table 1. This means that only 2.8% of the overhead for scalar quantization. As a result, Rel-16 e-type II-like codebook with new parameter values should be regarded as a prioritized quantization approach for reporting ground-truth CSI in the NW-side AI/ML model performance monitoring.
Proposal-6: In the NW-side AI/ML model performance monitoring, prioritize the study of using the codebook-based quantization of the ground-truth CSI, e.g., Rel-16 e-type II-like codebook with new parameter values.
Table 1. Simulation parameters.
	Parameter
	Value


	Duplex, Waveform
	FDD, OFDM

	BS Antenna Element Number (
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	UE Antenna Element Number ()
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel Estimation
	Realistic Channel Estimation

	Channel Model
	CDL-C

	Bandwidth
	10 MHz

	RB Number
	52

	Sub-Band Number
	13

	Carrier Frequency
	2 GHz

	Sub-Carrier Spacing
	15 kHz

	Delay Spread
	30/300 ns

	Doppler shift
	100/200/400 Hz



Table 2. New parameter values for Rel-16 e-type II-like codebook for NW-side AI/ML model performance monitoring.
	Parameter configuration
	
	
	
	
	
	Reference Amplitude(bits)
	Difference Amplitude (bits)
	Phase (bits)
	Overhead (bits)

	PC#1
	6
	0.5
	0.5
	13
	1
	4
	4
	4
	449

	PC#2
	10
	0.5
	0.5
	13
	1
	4
	4
	4
	730

	PC#3
	10
	0.6
	0.5
	13
	1
	4
	4
	4
	830

	PC#4
	12
	0.95
	0.5
	13
	1
	4
	4
	4
	1579



The method of initiating the AI/ML model performance monitoring should be studied. In the AI/ML monitoring at NW side, the ground-truth CSI is needed at NW side so as to compute the squared generalized cosine similarity (SGCS) of the recovered CSI by the AI/ML-based CSI reconstruction part and the ground-truth CSI. As a result, triggering the reporting of the ground-truth CSI can be the method of initiating the NW-side AI/ML monitoring. 
However, triggering the reporting of the ground-truth CSI may also mean initiating the NW-side data collection for model training. To distinguish it with reporting ground-truth CSI for NW-side AI/ML monitoring, different signaling may be used for these two purposes. Specifically, the physical layer signaling may be used for reporting the ground-truth CSI for NW-side AI/ML monitoring. Higher layer signaling may be used for transmitting the ground-truth CSI to the NW for model training. The reasons are two folded. First, since the signaling in physical layer is much more quickly than that in higher layers, it is suitable for the latency requirement of the AI/ML monitoring. Second, the fact that a moderate amount of data is needed for AI/ML monitoring enables the use of physical layer signaling. On the other hand, a relatively large amount of data may be required for model training, so higher layer signaling may be more suitable than L1 signaling for model training. In this way, there is no confusion if different signaling are used for the reporting of ground-truth CSI for different purposes. So, triggering the reporting of the ground-truth CSI can be an option for initiating the NW-side AI/ML monitoring.
Proposal-7: For the sub use case of CSI compression using two-sided AI/ML models, study the procedures needed for initiating the NW-side AI/ML model performance monitoring.
The performance of the AI/ML-based CSI reporting may be compared with that of the legacy codebook-based CSI reporting in AI/ML model performance monitoring. In the intermediate KPI-based AI/ML monitoring at NW side, the SGCS(AI) and the SGCS(codebook) may be compared, where SGCS(AI) is the SGCS of the recovered CSI by the AI/ML-based CSI reconstruction part and the ground-truth CSI, and the SGCS(codebook) is the SGCS of the recovered CSI by the legacy codebook-based method and the ground-truth CSI. For the computation of the SGCS(codebook), one approach is that the UE reports the PMI generated according to some codebook to the NW, and let NW computes SGCS(codebook). Since the recovered CSI by the legacy codebook-based method is available at UE side, another approach is to compute the SGCS(codebook) at UE side, which is then reported to the NW. Reporting the SGCS(codebook), instead of reporting the PMI, may reduce the uplink overhead.
Proposal-8: For the NW-side AI/ML model performance monitoring using existing CSI feedback scheme as the reference, study
· the potential specification impact of UE reporting the CSI generated by the reference scheme to the NW, e.g., PMI; and/or,
· the potential specification impact of UE reporting the performance of the CSI generated by the reference scheme to the NW, e.g., the SGCS of the recovered CSI from PMI and the ground-truth CSI.
Follow-up Mechanism
In the RAN1 #110bis-e meeting, the following agreement is made, regarding the co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode [7]. 
	Agreement (RAN1 #110bis-e)
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.



Under the framework of the coexistence of AI/ML-based CSI feedback and legacy non-AI/ML-based CSI feedback modes, there is a choice made by the NW and/or UE whether the mode of CSI feedback is fallen back to the non-AI/ML mode or is kept in the AI/ML mode, depending on the monitoring result. It is straightforward that falling back to the legacy non-AI/ML-based approach is needed if monitoring results indicate a poor performance of the AI/ML model in use, and vice versa. The relevant signaling and procedures of the follow-up mechanism after AI/ML monitoring should be studied.
The decision of whether to fall back to the legacy non-AI/ML-based CSI reporting can be made by comparing the SGCS of the target CSI and the precoding matrix related information generated by AI/ML approach according to some threshold. The signaling required for fall back may be physical layer signaling, such as DCI, or higher layer signaling, such as RRC. We have the following proposal.
Proposal-9: For the CSI compression using two-sided AI/ML models use case, study the procedures and signaling needed for the follow-up mechanism after the AI/ML model performance monitoring, including the falling back to codebook-based CSI report from AI/ML-based CSI report.
The follow-up mechanism after falling back to non-AI/ML-based CSI reporting should also be studied. One option is to stay on the non-AI/ML-based CSI reporting. Another choice is to re-activate the AI/ML-based CSI reporting when appropriate. In the latter, the mechanism similar to the AI/ML model performance monitoring may be needed to determine whether it is a good idea to re-activate the AI/ML-based CSI reporting mode. As a starting point, the procedures and signaling for the AI/ML model performance monitoring may be re-used in this application scenario.
The activation of the AI/ML-based CSI reporting may also happen at the initial stage. An example is the instance that a UE is turned on. The performance of the AI/ML model to be used may be tested before use. The procedures and the signaling required in the case of AI/ML performance monitoring discussed above may be re-used in this scenario as a starting point. We have the following proposal.
Proposal-10: For the AI/ML model performance monitoring of the CSI compression using two-sided AI/ML models use case, study the potential specification impacts on monitoring the performance of an AI/ML model in inactivate mode, taking at least the following cases into consideration.
· Initial activation of an AI/ML model.
· Re-activation of an AI/ML model.

Conclusions
Proposal-1: For the sub use case of CSI compression using two-sided AI/ML models, study the mechanism and potential specifications that UE and NW align their supported AI/ML models in the multi-vendor collaborations.
Proposal-2: For the sub use case of CSI compression using two-sided AI/ML models, study using local model IDs as the identifiers in CSI configuration and CSI report after model alignment between UE and NW, which reduces the overhead compared to global model IDs.
Proposal-3: For the sub use case of CSI compression using two-sided AI/ML models, global model ID is sufficient for model alignment, and there is no need to introduce pairing IDs.
Proposal-4: For the sub use case of CSI compression using two-sided AI/ML models, study the following options of the structure of CSI.
· The CSI is divided into multiple parts, where at least one part has a fixed bitwidth, which indicates the size(s) of the other(s).
· The CSI is not divided into more than one part.
The first option is preferred.
Proposal-5: For the sub use case of CSI compression using two-sided AI/ML models, study the rules for setting the CSI priority. As an example, the spatial layer indices can be an option.
Proposal-6: In the NW-side AI/ML model performance monitoring, prioritize the study of using the codebook-based quantization of the ground-truth CSI, e.g., Rel-16 e-type II-like codebook with new parameter values.
Proposal-7: For the sub use case of CSI compression using two-sided AI/ML models, study the procedures needed for initiating the NW-side AI/ML model performance monitoring.
Proposal-8: For the NW-side AI/ML model performance monitoring using existing CSI feedback scheme as the reference, study
· the potential specification impact of UE reporting the CSI generated by the reference scheme to the NW, e.g., PMI; and/or,
· the potential specification impact of UE reporting the performance of the CSI generated by the reference scheme to the NW, e.g., the SGCS of the recovered CSI from PMI and the ground-truth CSI.
Proposal-9: For the CSI compression using two-sided AI/ML models use case, study the procedures and signaling needed for the follow-up mechanism after the AI/ML model performance monitoring, including the falling back to codebook-based CSI report from AI/ML-based CSI report.
Proposal-10: For the AI/ML model performance monitoring of the CSI compression using two-sided AI/ML models use case, study the potential specification impacts on monitoring the performance of an AI/ML model in inactivate mode, taking at least the following cases into consideration.
· Initial activation of an AI/ML model.
· Re-activation of an AI/ML model.
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