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1. Introduction
In the RAN1#112 meeting, several agreements related to evaluation methodology and assumptions were made. This contribution discusses on remaining issues on evaluation methodology for AI/ML based CSI feedback enhancement. 
 
2. Discussions on evaluation methodology
· Calculation of FLOPs for pre/post-processing 
[bookmark: _GoBack]In the last meeting, there was a discussion on how to calculate FLOPs for pre/post-processing. The typical pre-processing for CSI compression sub-use case is the singular value decomposition (SVD) of channel or channel covariance matrix. The computational complexity of SVD is known as  for N-by-N matrix. However, it is important to note that this is just a rough estimate and the actual computational complexity can vary depending on the specific algorithm used in the simulator and the properties of the matrix being decomposed. Also, there are techniques and optimization methods available to speed up the computation of SVD, especially when the matrix is sparse. Therefore, it is up to company to report their calculation and assumption of FLOPs pre/post-processing if applied, and it can be independently reported from that of AI/ML model.  

Proposal 1. It is up to company to report their calculation and assumption of pre/post-processing if applied, and it can be independently reported from that of AI/ML model.


· AI/ML model setting for rank >=1
For AI/ML model setting for rank>=1, following agreement was made in the last meeting. Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.


According to above agreement, there are 6 variations, i.e., Rank specific, Rank common, Layer specific and rank common, Layer specific and Rank specific, Layer common and rank common, and Layer common and Rank specific. First, Rank specific and Rank common are not needed as it can be included in other Layer specific or Layer common options. Second, in order to align the simulation results, a baseline scheme is needed. Among remaining 4 options, option 3-1 can be considered as a baseline as it is simple and straightforward. Option 2-2 may provide the best performance as that approach is kind of optimization at the expense of increased complexity. The performance of option 2-1 and 3-2 can be between option 3-1 and option 2-2 with moderate complexity. Therefore, it can be considered option 3-1 as a baseline.   

Proposal 2. For AI/ML model setting for rank>=1, option 3-1 (layer common and rank common) can be a baseline. 
· CQI/RI calculationAgreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

In agenda item 9.2.2.2, agreement regarding on CQI calculation for CSI compression using two-sided model was made as captured above. CQI is typically reported to provide the channel conditions, such as the signal-to-noise ratio, interference, and other factors affecting the quality of the communication link, and then based on the reported CQI value, gNB will determine MCS. Thus, CQI determination should be carefully studied. 
Option 2a considers CSI reconstruction model at UE side where its CSI reconstruction model can be transferred by gNB or training entity, or can be based on proxy model at UE side. Thus, this option requires additional signaling overhead. Also, if UE side utilizes proxy reconstruction model, discussion on the generation of proxy reconstruction model seems to be needed. 
For option 2b, in our understanding, it requires more latency and resources to calculate CQI. The main purpose of CSI compression sub-use case is overhead reduction, so option 2b seems not appropriate with this purpose. Therefore, option 2 can be deprioritized.

Proposal 3. For CQI calculation of CSI compression, prioritize following options.
· CQI is calculated based on target CSI with realistic channel measurement
· CQI is calculated based on legacy codebook

· New training type for CSI compression
During the discussion, following training method was identified 
· Step A: first side is trained, and after the training for the first side is finished
· Step B: the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides, while the first side is frozen
For above training type, there was a debate on whether it is belong to Type 2 or Type 3 or new training type. In RAN1#110, there was an agreement on training collaboration of Type 1,2 and 3. According to this agreement, Type 2 is joint training of the two-sided model at network side and UE side, repectively, and Type 3 is separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. Also, joint training could be done both at single node or across multiple nodes through gradient exchange between nodes. From this understanding, above training method is belong to training type 2. Therefore, it is notnecessary todefine new training type.  

· Temporal domain CSI prediction
In the last meeting, it was agreed that UE-sided AI/ML based CSI prediction is selected as sub-use case for CSI feedback. For this CSI prediction, following evaluation methodology can be further considered. 
One is whether or not to consider spatial consistency. Spatial consistency is the procedure of channel generation where the cluster-specific and ray-specific random variables are generated to be spatially consistency. CSI predication is useful when there is some level of mobility at UE. To have realistic channel assumption on this scenario, spatial consistency is needed. Otherwise, generated channels during UE movement are not well correlated, so prediction performance may be degraded. In this regard, BM case-2 adopted spatial consistency procedure and companies are required to report one of spatial consistency procedures, Procedure A and/or B in TR 38.901. Therefore, for UE-sided AI/ML based CSI prediction, spatial consistency can be considered and companies can report one of spatial consistency procedures used for their simulation. 

Proposal 4. For UE-sided AI/ML based CSI prediction, consider spatial consistency and companies can report one of spatial consistency procedures, Procedure A and/or B in TR 38.901.

3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, following proposals are proposed. 

Proposal 1. It is up to company to report their calculation and assumption of pre/post-processing if applied, and it can be independently reported from that of AI/ML model.
Proposal 2. For AI/ML model setting for rank>=1, option 3-1 (layer common and rank common) can be a baseline. 
Proposal 3. For CQI calculation of CSI compression, prioritize following options.
· CQI is calculated based on target CSI with realistic channel measurement
· CQI is calculated based on legacy codebook
Proposal 4. For UE-sided AI/ML based CSI prediction, consider spatial consistency and companies can report one of spatial consistency procedures, Procedure A and/or B in TR 38.901.

