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Introduction
This paper summarizes the discussion for agenda item 9.2.2.2.  
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Finalize representative sub use cases for CSI feedback enhancement
Summary of proposals
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub-use case in RAN1 109-e meeting. Two sub-use cases: CSI-RS configuration and overhead reduction, resource allocation and scheduling are NOT selected.      
Following table summarizes company’s proposals on other use cases.  

	Company
	Key Proposals/Observations/Positions

	FUTUREWEI
	Proposal 1: Besides the agreed “Spatial-frequency domain CSI compression using two-sided AI model” sub use case, consider the temporal-domain CSI prediction as another representative sub use case and de-prioritize the rest sub-use cases in Rel-18.

	Huawei
	Proposal 1: Categorize spatial-frequency domain CSI compression involving temporal domain compression using two-sided model as a specific AI/ML solution under spatial-frequency domain CSI compression for sub use case study.
Proposal 2: For AI/ML-based CSI feedback enhancement use case, joint CSI prediction and compression as well as one-sided model based on traditional codebook are NOT selected as representative sub-use cases.

	ZTE
	Observation 1: CSI prediction at gNB side is more likely an implementation behavior with less specification impact.
Proposal 3: Temporal domain CSI prediction at UE side can be studied as a starting point. For Temporal domain CSI prediction at UE side, the input and output of AI/ML model can be categorized into 3 cases:
Case A: The inputs of AI/ML model are historical channel matrices, and the outputs of AI/ML model are predicted channel matrices.
Case B: The inputs of AI/ML model are historical PMIs, and the outputs of AI/ML model are predicted PMIs. 
Case C: The inputs of AI/ML model are historical channel matrices, and the outputs of AI/ML model are predicted PMIs.
Proposal 4: For spatial domain CSI prediction, the input of AI/ML model can be channel information within parts of antenna ports and the output can be predicted channel information within more antenna ports.
Proposal 5: For frequency domain CSI prediction, the input of AI/ML model can be channel information within parts of frequency units and the output can be predicted channel information within more frequency units.
Proposal 6: To improve the CSI accuracy based on traditional codebook design using one-sided model, enhancement on Rel-16/17 eType II should be considered as a representative sub-use case for further study.

	vivo
	Proposal 1:	To ensure the enhancement of CSI at both low and high-speed scenarios, study AI/ML for time domain CSI prediction with high priority.

	Ericsson 
	Observation 1	As MU-MIMO performance is very sensitive to channel aging, the study should investigate whether AI/ML can be used for CSI prediction to remedy this by allowing the AI/ML model to use temporal channel information to make the CSI report more robust.
Observation 2	A UE side AI/ML model can be trained to output a codebook configuration recommendation to the network based on its downlink channel measurements. Hence, the AI/ML model is trained to perform a codebook recommendation.

Proposal 1	Add the temporal-spatial-frequency (TSF) domain compression as an optional variant of the two-sided model based spatial-frequency (SF) compression. The TSF variant allows multiple CSI-RS measurements over time to be utilized for CSI compression and prediction into the future. The proponent needs to explain whether SF or TSF was used when providing result and analysis.
Proposal 2	Study one-sided model-based CSI enhancements using traditional codebooks by investigating the possible benefits of UE to network codebook parameter recommendation and faster than RRC codebook re-configuration
Proposal 3	The one-sided AI/ML model-based CSI prediction is one sub-use case for CSI enhancements in this SI

	China Telecom
	Proposal 1: Study benefits of using AI/ML for CSI compression in Temporal-spatial-frequency domain compression.
Proposal 2: Further discuss AI/ML for CSI compression in Temporal-spatial-frequency domain compression as a possible sub-use case for CSI feedback enhancement.
Proposal 3: The performance gain of AI based CSI prediction may need FFS.
Proposal 4: Support CSI prediction in temporal-domain using one-sided AI/ML model is selected as one representative sub use case.

	Oppo
	Proposal 1: The screening of CSI sub use cases needs to meet all the following conditions:
1.	Potential performance gain.
2.	Feasible evaluation methodology and valid training data set.  
3.	Reasonable non-AI/ML-based baseline for performance gain analysis.
4.	Potential specification impacts.
Proposal 2: It is necessary to clarify the common and differential parts of the EVM assumptions of CSI compression and CSI prediction. 
Proposal 3: Reuse common EVM, e.g. assumptions on frequency range, bandwidths, channel model, antenna setup and port layouts at gNB/UE, that have been made for CSI compression.
Proposal 4: A reasonable non-AI/ML baseline for CSI prediction, such as Kalman filtering, MMSE filtering or other algorithms, should be specified. Companies should report the configuration of the algorithm and the baseline assessment.

	Google
	Proposal 11:  Study the CSI prediction based on the following options:
•	Option 1: CSI prediction is deployed in NW side
•	Option 2: CSI prediction is deployed in UE side
Proposal 12: For NW-based CSI prediction, the input is based on the channel eigenvectors or channel, where the channel eigenvectors should be based on the CSI reported by Rel-16 codebook, and the output is the predicted channel eigenvectors or channel.
Proposal 13: For UE-based CSI prediction, the input is based on the channel, the output is the predicted channel, and the predicted CSI is reported is based on the predicted channel and Rel-16 codebook.

	LG
	Proposal 1: Focus on spatial-frequency domain CSI compression using two-sided AI model. CSI prediction is not selected as another representative sub-use case unless clear benefit is shown.

	CATT
	Observation 1: Compared to spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback reduces the overhead of CSI feedback in the cost of higher complexity of AI/ML model and more efforts for data collection. 
Observation 2: Improving the CSI accuracy based on traditional codebook design at UE side can be up to UE implementation. The potential spec impact of improving the CSI accuracy based on traditional codebook design at network side is high precision CSI collection for training, which is already included in spatial-frequency domain CSI compression.
Observation 3: AI/ML based CSI prediction in time domain and BM-Case2 have the same collaboration levels, similar data collection procedures and similar algorithms.
Observation 4: AI/ML based spatial/frequency/time domain CSI prediction through partial information and BM-Case1 have the same collaboration levels, similar data collection procedures and similar algorithms.
Observation 5: Joint CSI prediction and compression can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression.
Observation 6: Whether the format and dimension of the input of CSI generation part and the type and dimension of the output of the CSI reconstruction part should be specified depends on the training collaboration types.
Proposal 1: The following sub use cases for CSI feedback are not considered in Rel-18:
· Temporal-spatial-frequency domain CSI compression;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· AI/ML based DL/UL CSI prediction via UL/DL RS
· AI/ML based spatial/frequency/time domain CSI prediction through partial information;
· Joint CSI prediction and compression.
Proposal 2: The sub use case of AI/ML based CSI prediction in time domain is deprioritized in Rel-18.

	Intel
	Proposal 1: Spatial-frequency domain CSI compression using two-sided AI model should be prioritized
Proposal 2: If CSI prediction using one-sided model is considered by RAN1 performance comparison with baseline non-AI/ML solution should be performed
Proposal 3: Consider temporal-spatial-frequency domain CSI compression using two-sided model as an enhancement on top of the spatial-frequency domain CSI compression using two-sided model

	Sony
	Proposal 1: RAN1 study paradigms for CSI measurement prediction to closer to the transmission resources allocated.
Proposal 2: RAN1 study paradigms for increasing CSI measurement granularity in both time and frequency for more accurate resource and MCS allocation.
Proposal 3: RAN1 study new methods of resource allocation and transport channel processing based on higher CSI measurement granularity.

	Lenovo
	Proposal 1	Further clarification on the categorization of the AI/ML for NR air interface is made by the chair to avoid potential conflicts in agreements/conclusions across the AI/ML sub-agendas
Proposal 2	The study of spatial-frequency domain CSI compression using AI/ML should not be restricted to two-sided models in this stage, with one-sided models considered at least as a baseline for study
Proposal 3	Decisions on the underlying AI model should be discussed in agenda 9.2.2.1 based on simulation and analytical results
Proposal 4	Only one of the temporal-spatial-frequency domain CSI compression sub-use case and the CSI prediction sub-use case is considered for further study
Proposal 5	The study of temporal-spatial-frequency domain CSI compression is deprioritized
Proposal 6	CSI feedback overhead reduction and CSI accuracy improvement objectives are not to be treated in isolation, but into one sub use-case of CSI compression enhancement
Proposal 7	Support AI-based CSI prediction as a representative sub-use case for CSI feedback enhancement use case
Proposal 8	Joint CSI prediction and compression is not considered as a representative sub-use case for CSI feedback enhancement use case

	Panasonic
	Proposal 1: CSI prediction using one-sided model could be considered as representative sub use cases.

	CAICT
	Proposal 1: Temporal-spatial-frequency domain CSI compression using two-sided model should also be selected as representative sub use case. 
Proposal 2: CSI prediction as a representative sub use case could be studied till RAN#98 for further down-selection.

	Xiaomi
	Proposal 1: Temporal-Spatial-Frequency domain CSI compression using two-sided model should be studied with priority.
Proposal 2: CSI predication in time domain should be studied with priority considering work load, larger specification impact and no suitable performance baseline.
Proposal 3: Improving the CSI accuracy based on traditional codebook design using one-sided model can be selected as a representative sub-use case due to its less specification impact and representing a collaboration level between gNB and UE.
Proposal 4: Joint CSI prediction and compression is not selected as a representative sub-use case.

	CMCC
	Proposal 1: CSI prediction in time domain could be studied as a representative sub use case for AI based CSI enhancement.
Proposal 2: The sub use case of temporal-spatial-frequency domain CSI compression could be studied with low priority.
Proposal 3: The sub use case of joint CSI prediction and compression could be studied with low priority.

	Nokia
	Proposal 9: Support CSI prediction as a second sub-use case.
Proposal 10: Compare channel prediction over broad bandwidth versus based on Type II CSI per sub-band. 
Proposal 11: Consider UE sided as well as gNB sided channel prediction, as well as potentially include combined prediction between UE and gNB.

	TCL communications
	Observation 1: The CSI feedback based on codebook is a process of compression and decompression. The auto-encoder model is able to exactly compress a vector into lower dimension and then recover it.
Proposal 1: The basic CSI feedback model based on auto-encoder reduces feedback bits through the air-interface, compared to the CSI feedback based on codebook. It is a functional replacement of the CSI feedback based on codebook.
Proposal 2: To fix the problem of outdated CSI feedback, the predictive CSI feedback model is necessary to predict CSI at the scheduling time.
Proposal 3: Multiple CSI measurements can be compressed together and feedback at one shot to further reduces the feedback overhead. 
Proposal 4: The CSI feedback compression along the frequency dimension can be designed with new CSI-RS configurations across sub bands. The resource utilization is improved by allocating more REs to data transmission.

	ETRI
	Proposal 3: For AI/ML for CSI feedback enhancement, study time-domain CSI prediction as another sub-use case.

	NEC
	Proposal 1: Support the adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points as a sub-use case of the CSI feedback based on prediction.

	MediaTek
	Proposal 1: Study CSI prediction as a sub use case under Rel-18 AI/ML-based CSI feedback enhancement.

	Apple
	Proposal 1: Consider time domain CSI prediction using one-sided AI model as one representative sub use case for R18 AI based CSI study.

	NVIDIA
	Observation 1: Autoencoder based CSI feedback is a promising AI/ML technique for CSI feedback enhancement.
Observation 2: Evaluation results demonstrate the feasibility of spatial-frequency domain CSI compression using two-sided AI model.
Observation 3: Evaluation results demonstrate the performance gains of CSI prediction using one-sided AI model.
Based on the discussion in the previous sections we propose the following:
Proposal 1: Autoencoder based CSI feedback enhancement should be selected as one representative sub use case.
Proposal 2: AI/ML based CSI prediction using one-sided model is selected as one representative sub-use case for CSI feedback enhancement use case.
Proposal 3: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be studied to assess the specification impact of performing CSI prediction at gNB side vs. UE side.
Proposal 4: Focus on the sub-use case of spatial-frequency domain CSI compression using two-sided AI model and the sub-use case of CSI prediction using one-sided model to develop a thorough understanding of the performance of the AI models and the associated potential specification impacts.
Proposal 5: The study of potential sub-use cases other than the spatial-frequency domain CSI compression using two-sided AI model and CSI prediction using one-sided model can be postponed.

	Interdigital 
	Observation 3:	Potential benefits from CSI prediction using AI/ML are observed and its specification impacts includes: new CSI report types, new CSI reporting mechanisms, prediction validity procedures and new RS configurations.
Proposal 8: 		CSI prediction can be studied with lower priority if time allows in Rel-18 but there should be no conclusion/suggestion for CSI prediction as an outcome for normative work.

	Samsung
	Proposal 1-1: Study CSI prediction/extrapolation as one sub-use case for AI/ML for CSI feedback enhancement, including signaling requirements, input/output requirements, CSI configurations, and training strategies.

Proposal 1-2: Study CSI prediction/extrapolation at the UE under collaboration level y, where limited information exchanges (without model transfer) are required to configure/enable AI/ML.
Proposal 3-1: Study joint CSI prediction and compression as a representative sub-use case of AI/ML based CSI feedback enhancement. 
•	Consider joint CSI prediction and compression as temporal-spatial-frequency-domain compression.

Proposal 3-2: Study joint CSI compression and prediction: gNB-side CSI prediction/extrapolation (Approach 1) and UE-side prediction/extrapolation for joint CSI prediction and compression (Approach 2) including signaling requirements, CSI configurations, and training strategies.

	AT&T
	Observation 1: There are several unique improvements in AI/ML CSI prediction that are not covered by the R18 MIMO CSI enhancement.
Proposal 1: Finalize the representative sub-use case to be considered for the CSI feedback enhancement.
Proposal 2: CSI prediction is selected as a representative sub-use case for CSI feedback enhancements. 
Proposal 3: Use same baseline for AI/ML CSI prediction as in R18 MIMO CSI enhancement.
Proposal 4: For the CSI prediction sub-use case, both a gNB-side model and a UE-side model should be considered

	NTT DOCOMO
	Proposal 1: Prioritize the discussion of spatial-frequency domain CSI compression from other sub-use case in 9.2.2.


A summary of supporting companies for each sub-use case is listed in the table. (Note: Please update the table if proposals are captured wrong.)  
	 
	Support

	CSI prediction  
	FUTUREWEI, ZTE, vivo, Ericsson, China Telecom, Google, Sony, Lenovo, Panasonic, CMCC, Nokia, TCL communications, ETRI, NEC, MediaTek, Apple, NVIDIA, Samsung, AT&T (19)

	Temporal-spatial-frequency domain CSI compression using two-sided model
	Huawei, Ericsson, China Telecom, Intel, CAICT, Xiaomi, TCL communications, Samsung? (8) 


	CSI accuracy based on traditional codebook design
	ZTE, Xiaomi, Ericsson

	Joint CSI prediction and compression
	Samsung, Ericsson. 




For joint CSI prediction and compression use case, 2 companies propose the proposal. Many companies propose to study CSI prediction and CSI compression first. The benefit of joint CSI prediction and compression over two separate CSI prediction and CSI compression can be further discussed in future after CSI prediction and CSI compression are clarified. It is also commended that joint CSI prediction can be a sub-case of temporal-spatial-frequency domain compression sub-use case. 
Proposed conclusion 2-1 (closed): 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Please provide your view in the following two tables. 1st table please enter whether support or not support. The second table is for additional comments.  

	Supporting companies
	 MediaTek, FUTUREWEI, Qualcomm, NTT DOCOMO, Google, CATT, NEC, Panasonic, OPPO, Xiaomi, vivo, Huawei/Hisi, Fujitsu, ZTE, LG, NVIDIA, Lenovo, Intel,Spreadtrum,New H3C, InterDigital, CAICT, AT&T, Nokia, CMCC

	Objecting companies
	 Ericsson (needs clarification), Samsung (comment below)


 
	Company
	View

	Fujitsu
	We’d better study and evaluate CSI prediction and CSI compression separately before considering whether it is necessary to study this combination.

	Ericsson
	It’s unclear what this proposal means. If we introduce CSI prediction in this CSI (Proposal 2-3), then compression is not allowed for the studied CSI prediction schemes? i.e. the UCI payload must be the same as the legacy baseline CSI reporting?
Mod: If we introduce CSI prediction sub-use case, potential specification impact will be discussed separately for the two use cases. It has been commented by proponents that CSI prediction can work with different CSI compression schemes. After the two sub use cases are specified, if anything is identified to support joint AI based CSI prediction and compression, further discussion can happen in future releases.    

	Samsung
	Thank you FL for your consideration. In our view, temporal-spatial-frequency domain CSI compression may mean compression of “past” CSI measurements or “future” CSI reports. In our view, the latter case is joint CSI prediction and compression. To reflect on that point, we would like to add the following in the proposed conclusion. 

 “Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case. Joint CSI prediction and compression can be categorized as a special case of temporal-spatial-frequency domain CSI compression. ”

Mod: Further clarify in 2-3 it is past CSI only.
Thank you for your feedback.  We actually think that temporal-spatial-frequency domain CSI compression can also use future CSI; for example, Doppler-domain CSI compression in the Rel-18 MIMO WI is considering both past/historical and future CSI.  So we would still prefer to add the following to the proposed conclusion:

“Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case. Joint CSI prediction and compression can be categorized as a special case of temporal-spatial-frequency domain CSI compression.”

	Lenovo
	Support. No need to consider composite sub-use cases in this stage of the study

	Intel
	We are fine with the proposal. In our view we can focus on the basic CSI compression sub-use case – further enhancements on top of it can be considered later. 

	Sony
	Support.

We support prediction followed by compression 



In CSI accuracy enhancement based on traditional codebook design, 3 proposals each has different flavor. 
· gNB side enhancement with traditional codebook. 
· UE recommend report configuration using AI based on traditional codebook. 
· Traditional codebook with down-samples freq domain and spatial domain basis, and gNB interpolate the full set codebook  
Given the diverse proposal, unclear performance gain and spec impact, and lack of support in general, it is recommended:  
Proposed conclusion 2-2 (closed): 
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Please provide your view in the following two tables. 1st table please enter whether support or not support. The second table is for additional comments.  

	Supporting companies
	 MediaTek, FUTUREWEI, Qualcomm, NTT DOCOMO, Google, CATT, NEC, Panasonic, OPPO, vivo, Huawei/Hisi, Fujitsu, ETRI, LG, Samsung, NVIDIA, Lenovo, Intel, Spreadtrum, New H3C, InterDigital, CAICT, AT&T, Nokia, CMCC

	Objecting companies
	 


 
	Company
	View

	Lenovo
	Agree with FL assessment. It would also help if the proponents of this sub-use case provide further clarity on the framework



For temporal-spatial-frequency domain CSI compression using two-sided model,  8 companies support this sub-use case. It was also commended by supporting companies that the EVM for temporal-spatial-frequency domain CSI compression can reuse the agreed spatial-frequency domain CSI compression EVM. Also, potential specification impact on top of spatial-frequency domain CSI compression can be marginal. 
Given the similarity, the temporal-spatial-frequency domain CSI compression using two-sided model cannot be a separate sub-use case by itself.   
Proposed conclusion 2-3 (closed): 
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. Temporal-spatial-frequency domain CSI compression can be categorized as a special solution of CSI compression using two-sided model. 
· Up to each company to submit results on this special solution.

Please provide your view in the following two tables. 1st table please enter whether support or not support. The second table is for additional comments.  
	Supporting companies
	MediaTek (first sentence), Google, CATT(first sentence), NEC, Panasonic, OPPO(first sentence), vivo, Huawei/Hisi, Fujitsu, Ericsson, ZTE(first sentence), Samsung, NVIDIA, Intel, New H3C, InterDigital, CAICT, AT&T, Nokia

	Objecting companies
	 Qualcomm (comment below)


 
	Company
	View

	FUTUREWEI
	We suggest changing the wording of the first sentence in the proposal to be:
“Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected/considered as a separate representative sub-use case for CSI enhancement use case.”

	Qualcomm
	We agree with the first part, i.e., NOT selecting temporal-spatial-frequency domain compression as a representative sub-use-case. 
However, the part about categorizing it as a special solution of CSI compression using two-sided model should be removed. RAN1#109-e agreement was that “Spatial-frequency domain CSI compression using two-sided AI model” is selected. It is not clear how temporal-spatial-frequency domain CSI compression is considered a special solution of this sub-use-case.

	NTT DOCOMO
	We also agree with only the first sentence. 

	CATT
	Agree with companies above that only the first sentence is enough.

	OPPO
	Agree with Qualcomm, NTT DOCOMO and CATT. 

	Xiaomi
	Our position is misunderstanding due to not accurate illustration on the proposal for temporal-spatial-frequency domain CSI compression in our tDoc. We do not support temporal-spatial-frequency domain CSI compression as a representative sub-use case at this stage considering work load. Hence, we prefer to studying the sub-use case with low priority or Not selecting temporal-spatial-frequency domain CSI compression as a representative sub-use case.

	Huawei/Hisi
	Agree to keep the full sentence of the proposal and DO NOT agree to remove the second sentence.
As described in our contribution R1-2208429, the input/output of the AI/ML model are the same as spatial-frequency domain CSI compression without involving temporal domain (e.g., both input and output are the eigenvectors of the current slot), while the only difference is how to handle the CSI inside the AI/ML model, i.e., accumulating the historic CSI info., which is implementation. On the other hand, the gain of temporal-spatial-frequency domain CSI compression can take additional 14% gain over R16 Type II CB on top of the spatial-frequency domain without involving temporal. This is beneficial to justify the spatial frequency domain CSI compression.
In addition, the EVM and specification impact of the spatial-frequency domain CSI compression can also be reused to the temporal-spatial-frequency domain CSI compression. What is the loss to the SI if a solution can bring gains without additional spec effort? If companies worry the additional spec impact involved, as a clarification, we can add a sub-bullet not to further discuss spec impact specifically for temporal-spatial-frequency domain.
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. Temporal-spatial-frequency domain CSI compression can be categorized as a special solution of CSI compression using two-sided model. 
· Up to each company to submit results on this special solution.
· No special spec impact discussion for the temporal-spatial-frequency domain CSI compression needed.

	Fujitsu
	We share the similar view that TSF can be taken as a special case of SF. It is not necessary to take it as one representative sub-use case.
On the other hand, the discussion on CSI prediction is still ongoing. If AI/ML’s gain in time domain should be taken into account, we prefer to support CSI prediction. Since the focus of CSI prediction is purely to deal with CSI aging problem and will use different type of AI/ML method from that of SF CSI compression.

	Ericsson
	This is an optional configuration of the measurement configuration. i.e. what data the inference can use. Companies can voluntarily study this. If sufficient many companies (more than 2-3) provide results these results can be captured in the TR. 

	ZTE
	We agree with the first part, i.e., NOT selecting temporal-spatial-frequency domain compression as a representative sub-use-case. We are not clear how temporal-spatial-frequency domain CSI compression is a special solution of CSI compression and what difference it is from CSI prediction, which needs further clarification. If no special spec impact discussion for the temporal-spatial-frequency domain CSI compression needed, maybe it is not necessary to discuss currently. 

	LG
	We also agree with the first part, i.e., Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
 Besides, it should be firstly clarified what Temporal-spatial-frequency domain compression means. 

	MediaTek
	We only support the first sentence. 	

	Lenovo
	In our understanding, We believe that Temporal-spatial-frequency domain CSI compression can be categorized as an “extension” of CSI compression using two-sided model, and not a special case. Also, our preference is to down select one from the following two sub-use cases: “CSI prediction” and “temporal-spatial-frequency domain CSI compression”, therefore we suggest to focus in this meeting on selecting one of the two sub-use cases, as follows:
Proposed conclusion 2-3’: 
Only one of the following is selected as one representative sub-use case for CSI enhancement use case: 
· Temporal-spatial-frequency domain CSI compression using two-sided model
· Time domain CSI prediction using one sided model

	Sony
	We agree with the first sentence of the proposal


Proposed conclusion 2-3(v1)(closed): 
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
· Temporal-spatial-frequency domain CSI compression uses only past/historical CSI. 
· Temporal-spatial-frequency domain CSI compression can be categorized as a special solution of CSI compression using two-sided model, i.e., a different AI model design.
· Up to each company to submit results on this special solution.  
· No special spec impact discussion for the temporal-spatial-frequency domain CSI compression needed.

	Supporting companies
	 Ericsson, DCM, NEC Huawei/HiSi, Nokia, CMCC, ZTE, Samsung (see our view below)

	Objecting companies
	 Lenovo, Qualcomm


 
	Company
	View

	 Lenovo
	 This conclusion is a bit confusing. It is either we support TSF CSI compression or not, but this proposal can be interpreted as supporting TSF CSI compression as a lower priority sub-use case 

	Intel
	We support the proposal. In our view addition of time domain compression is an enhancements on top of the spatial-frequency domain compression which is reflected for this agreement.

	CATT
	Seems it is proposing that TSF CSI compression is viewed as a special solution for SF CSI compression. But since SF CSI compression may have spec impact, the last sub-bullet is not accurate. Suggest following update:
· No special spec impact discussion for the temporal-spatial-frequency domain CSI compression is needed in addition to Spatial-frequency domain CSI compression.

	Huawei/HiSi
	@Lenovo As a clarification, the intention is to justify the appealing gains can be achieved by the two-sided based SF CSI compression, but to explain the source of the gain, we can clarify that the solution of TSF is adopted. On the other hand, we do not need to explore the additional enhancement to TSF to avoid too much work load to the CSI compression case.
We are also fine with CATT version.

	Xiaomi
	We can study it if no additional evaluation assumption or special impact is introduced for Temporal-spatial-frequency domain CSI compression using two-sided model.

	ZTE
	We think the first bullet is ambiguous compared with CSI prediction. So we suggest the rewording for clarification as Temporal-spatial-frequency domain CSI compression uses only past/historical CSI to report current CSI. 
Mod: Thanks for the suggested wording. Since the wording is captured as conclusion for further study before, I am reusing the same wording for consistency.   

	 Samsung
	We actually think that temporal-spatial-frequency domain CSI compression can also use future CSI; for example, Doppler-domain CSI compression in the Rel-18 MIMO WI is considering both past/historical and future CSI.  So we would prefer to remove the first bullet, “Temporal-spatial-frequency domain CSI compression uses only past/historical CSI.”

	Qualcomm
	We agree with the first part, i.e., NOT selecting temporal-spatial-frequency domain compression as a representative sub-use-case. 
Regarding the use of historical CSI, in our understanding, for spatial-frequency domain CSI compression, companies may optionally use past/historical CSI as additional input and report such usage in their evaluation results. Whether to use past/historical CSI is an AI/ML implementation choice and should have no impact on EVM or specification discussion. We do not see the need to add this clarification in this conclusion wording.
Mod:  It is better to clarify whether results will be further discussed in 9.2.2.1, to avoid further misunderstanding of the conclusion itself.   



All companies agree on the main bullet. Since EVM is the same, the main open question is whether company can choose past CSI as input when design the AI model, and whether those results can be further discussed in 9.2.2.1 after this conclusion. Two options are summarized: 
Proposed conclusion 2-3(v2 closed): 
Option 1: Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 

Option 2: Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
· Up to each company to report whether past CSI is used as model input.  
· No special spec impact discussion for the temporal-spatial-frequency domain CSI compression is needed in addition to Spatial-frequency domain CSI compression.

To align understanding, please indicate whether you prefer option 1 versus option 2 so we have a clear count for GTW discussion. Please indicate option 1 only if you think no past CSI should be used as AI model input in the evaluation agenda. 
	Option 1
	Fujitsu, MediaTek, Lenovo, LG, Qualcomm (comment below),AT&T

	Option 2
	Huawei/HiSi, CAICT, FUTUREWEI, CMCC, NVIDIA, Ericsson, InterDigital, Samsung (see our view below), Panasonic, OPPO



	Company
	View

	 Huawei/HiSi
	The intention to submit results of TSF CSI compression to SF CSI compression is to show optimized gain can be achieved by two-sided AI/ML model under the agreed EVM/architecture for CSI compression. It is helpful to justify the benefits of AI/ML solutions for CSI compression sub use case. Since there is no additional EVM and special spec impact in addition to SF compression, we fail to see the reason to preclude the evaluation of TSF compression as a special solution of SF as indicated by Option 1.

	CAICT
	We also think TSF CSI compression is a special case of SF CSI compression.

	 CATT
	Since ‘model input’ is eventually up to company design, we are fine with either one.

	FUTUREWEI
	We are ok with Option 2 to let companies to decide whether to include temporal domain information in the input space for CSI compression. 

	CMCC
	Since no additional spec impact discussion will happen and the model input is actually up to each company, we prefer Alt2. If some companies want to evaluate this use case, they can report their evaluation results.

	MediaTek
	Prefer to study CSI prediction instead of TSF CSI compression.


	Ericsson
	In option 2, does “past CSI” mean the same thing as “multiple CSI-RS based measurements distributed over time” ?
Mod: Yes. It is previous received CSI-RS with 5ms periodicity. Historical CSI-RS measurement only, no predicted ones in the evaluation results. If predicted value is used, EVM need updates. 

	Lenovo
	Prefer Option 1. If no spec impact will be discussed, then what is the purpose of making such conclusion? We also share the same question as Ericsson regarding the meaning of the first bullet  

	Intel
	We are open to consider Option 2.  

	 Samsung
	We prefer to keep the bullet that was removed, “Temporal-spatial-frequency domain CSI compression can be categorized as a special solution of CSI compression using two-sided model, i.e., a different AI model design.”  Otherwise it is unclear whether we can still submit results for temporal-spatial-frequency CSI compression that could be included in the TR.

	LG
	We prefer option 1. We would like to focus on S-F compression which had been selected as a representative sub use case. 

	ETRI
	We prefer Option 1, though we are also ok with option 2 if there is no additional EVM and specification impact.

	Qualcomm
	In our view, temporal-spatial frequency domain compression is a broader term that includes the case where the model accepts CSI from multiple time instances as input and produces CSI for multiple time instances as output. For spatial-frequency domain CSI compression, companies may optionally use past/historical CSI as additional input and report such usage in their evaluation results. It is confusing to use the term temporal-spatial-frequency domain compression after saying it is not selected. Here is a suggested wording:
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
•	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression
•	No special EVM or spec impact discussion for the temporal-spatial-frequency domain CSI compression is needed in addition to for the use of past CSI for spatial-frequency domain CSI compression

	ZTE
	From our perspective, we prefer option 1. If the majority of companies support option 2, we are open to discuss TSF CSI compression.

	Xiaomi
	We have similar view with ETRI. Option2 can also be considered if there is no additional EVM and specification impact. We are fine with the rewording provided by QC as well. 



For CSI prediction, many companies (19) propose to support the sub-use case with simulation results demonstrating the potential benefit over traditional methods. There are some concerns as well, mainly on EVM and potential overlapping with R18 MIMO. Some of the concerns have been address in submission, and re-summarized here:  
· Many of the CSI prediction related EVM discussion were captured as conclusion in RAN1 110.  
· The work in R18 MIMO concentrates on the enhancement of codebook and time domain compression. AI-based CSI prediction needs to study more specific details, e.g., the monitoring process (may introduce impacts on CSI-RS configuration and CSI report configuration), the generalization aspects, the finetuning (and online learning) process, the input and output format of model and so on. 
· The CSI prediction in R18 MIMO is dedicated for R18 CSI codebook while the AI-based CSI prediction is an independent module which can be sequentially combined with arbitrary compression (e.g., AI-based compression and R15, R16, R17, R18 codebook-based compressions).
· The work in R18 MIMO will not specify a prediction algorithm as a baseline. Therefore, even we wait for the process of R18 MIMO, they will not provide us any agreed-on non-AI algorithm as a baseline.    
To move forward, please indicate your view below. Proposal will be summarized after the 1st round of discussion.  
Discussion 2-4 (closed): 
Please indicate your view in the following table on whether time domain CSI prediction using one sided model should be selected as a representative sub-use case for CSI enhancement.   
	 
Please provide your view in the following two tables. 1st table please enter whether support or not support. The second table is for additional comments.  

	Supporting companies
	 FUTUREWEI, GOOGLE, NEC, VIVO, Fujitsu, Ericsson, ETRI, ZTE, MediaTek, NVIDIA, Spreadtrum, New H3C, CAICT, AT&T, Huawei/HiSi, Nokia, Sony, CMCC, Samsung, Apple

	Objecting companies
	 NTT DOCOMO, InterDigital


 
	Company
	View

	NTT DOCOMO
	Considering the progress of CSI compression discussion, we do not think it is a good idea to support CSI prediction in addition to CSI compression due to the workload. Also, there are many overlapping with Rel-18 MIMO. To avoid the duplicated discussions, we prefer to defer the discussion of CSI prediction until Rel-18 MIMO is complete.

	CATT
	We also have some concern in the workload. The original ‘CSI prediction’ can be explained in time, frequency or spatial domain, and thus plenty of AI/ML models need to be designed, trained, and evaluated independently. 
But since FL has limited it to ‘time domain CSI prediction’, the additional workload may be retrained, hopefully.

	Xiaomi
	For spatial-frequency domain CSI compression, the baseline is Rel-16 Type II codebook which can be a legacy scheme of CSI feedback. Rel-18 Type II codebook with Doppler domain can be regarded as another legacy scheme of CSI feedback. This scheme is based on time domain CSI prediction at UE side according to current discussion in Rel-18 MIMO work item. Therefore, it is fair for comparison between AI-based CSI prediction and Rel-18 Type II codebook with Doppler domain, since they belong to different CSI feedback schemes.  However, we have not achieved all agreements on the design of Rel-18 Type II codebook with Doppler domain. In addition, the specification impact on CSI prediction may include to study design of the reference signal transmission, the CSI predication time, assist singling for collecting trained data of AI/ML model, and so on. This implies that a lot of spec efforts are also needed.  Considering these factors, we prefer to studying the sub-use case with low priority or Not selecting CSI prediction as a representative sub-use case.

	vivo
	In terms of workload, it is fairly small compared to that of CSI-compression. We believe that it can be surely completed in the normative work. Regarding the specification impact, for example, the CSI-RS configuration and CSI feedback procedure can mimic what we are implementing with NR legacy procedure with a negligible specification impact.

	Fujitsu
	Since the issue of channel aging is important, especially when the UE speed is high, we support to add time-domain CSI prediction using one-sided AI/ML model to be selected as a representative sub-use-case for CSI enhancement.

	Ericsson
	This sub use case is addressing a more serious problem (channel aging) than CSI compression (as CSI overhead is large but not a huge problem for massive MIMO). Hence, it should be included. The workload is expected to be minor compared to CSI compression since we don’t need to discuss multi-vendor training aspects etc. 

	  LG
	Agree with NTT and CATT. 

	MediaTek
	We support time-domain CSI prediction as the sub use case. We agree with FL’s assessment. We believe the concerns from objecting companies are already well addressed. 

	Lenovo
	As discussed above, our preference is to down select one from the following two sub-use cases: “CSI prediction” and “temporal-spatial-frequency domain CSI compression”.

	Intel
	We are open to consider the prediction sub-use case. 

	InterDigital
	RAN1 has already started solving the same problem in Rel-18 as work item which is in normative phase. This study only makes sense when we identify the problem of the work done in Rel-18 MIMO. Also, we are fully loaded already and the progress for AI/ML study doesn’t seem to be good enough to add additional workload. Therefore, we should focus on the sub-use case already agreed to finish the study on time. 

	AT&T
	As we are considering a one-sided model the workload of this use case should be lower than of CSI compression. Furthermore, this use case addresses a critical issue of channel gaining in particularly for high speed UE. Furthermore, we see no issue in having this use case while Rel-18 MIMO is still ongoing.

	Panasonic
	We are supportive to select time domain CSI prediction using one sided model as a representative sub-use case for CSI enhancement, but we agree that workload is carefully considered.

	OPPO
	We are open to consider the time domain CSI prediction as a representative sub-use case for CSI enhancement.
In addition, we also think it is necessary to clarify the common and differential parts of the EVM assumptions of CSI compression and CSI prediction. The EVM(e.g. assumptions on frequency range, bandwidths, channel model, antenna setup and port layouts at gNB/UE) made for CSI compression in the last meeting should be reused as much as possible to reduce the work load as many companies mentioned. If CSI prediction requires more explicit simulation assumptions on time domain correlation or other settings, corresponding EVM can be made as a supplement. Besides, a reasonable non-AI/ML baseline for CSI prediction, such as Kalman filtering, MMSE filtering or other algorithms, are needed. Companies should report the configuration of the algorithm and the baseline assessment.

	Sony
	As Ericsson says, this sub use case is addressing a more serious problem (channel aging). We need support its inclusion.

	CMCC
	We support CSI prediction in time domain. The CSI prediction in R18 MIMO is just for R18 codebook enhancement and we think the enhancement in this agenda con be used for some other codebooks. Since one sided model is used for CSI prediction, we think the workload will be much lower than CSI compression.

	ZTE
	We are supportive to study time domain CSI prediction using one sided model as a representative sub-use case, and also we should discuss the EVM for CSI prediction concurrently for further progress. 

	Samsung
	We agree with vivo, Ericsson, AT&T, and CMCC that the workload for this sub-use case shouldn’t be significant compared to that of CSI compression.
We also agree with Fujitsu, Ericsson, AT&T, and Sony on the seriousness of the problem that this sub-use case addresses.
In addition, regarding a proper baseline for this sub-use case: we do not see any issues with using CSI feedback based on the latest measurement, i.e., “sample-and-hold”, as a baseline for performance evaluation.  In the BM AI (9.2.3.x), sample-and-hold is being considered for performance evaluation (no conventional beam prediction algorithm has been adopted as a baseline).  Moreover, in our contribution for AI 9.2.2.1, we implemented a simple linear extrapolator that improves upon our earlier results with a sample-and-hold method.  This linear extrapolator strikes a good balance between the simplicity of sample-and-hold and the performance of a Kalman filter.

	Qualcomm
	The decision to select CSI prediction as a representative sub-use-case can be made after further evaluation by companies. Also, it would be important to clarify and down-select whether the one-sided model is on the UE-side or the network-side before selecting as a representative sub-use-case.



We have 20 companies support the sub-use case, 2 companies object, and other companies with comments such as open to discussion or further evaluation is needed. Let us see whether we can move ahead with the proposal:    
Proposal 2-4 (closed): 
Time domain CSI prediction using one sided model is selected as a representative sub-use case for CSI enhancement.   

	Supporting companies
	 Huawei/HiSi, FUTUREWEI, MEDIATEK, ERICSSON, SAMSUNG, ETRI, ZTE, AT&T, PANASONIC, VIVO

	Objecting companies
	 InterDigital, DCM


 
	Company
	View

	Huawei/HiSi
	We support selecting CSI prediction in time domain as a representative sub use case. From the evaluation results in 9.2.2.1, even comparing with a non-AI/ML algorithm (AR, linear filtering, etc.) AI based algorithm can still achieve 5dB-15dB gain on NMSE, which means, even compared with the potential results of R18 MIMO, there is still obvious gain if AI/ML is additionally applied. As CSI prediction is one-sided model, it is simpler than CSI compression and would not bring too much additional work load.

	CATT
	We can accept if this is majority’s choice.

	MediaTek
	We believe CSI prediction is a good sub use case which can resolve serious CSI aging problem and can provide more diverse aspects of standardization impact which is main goal of current SI. Some companies argued that we need to wait for the outcome from Rel-18 MIMO to study CSI prediction in this SI. If two WIs are working on the same topic, it is better to wait for the other WI to avoid potential overlaps or collisions. However, in this SI, we can just parallelly study AI-based CSI prediction to check some feasibility and compare the performance with the traditional non-AI based solution.
Regarding the workload, we have already agreed many of EVM proposals. We are also discussing additional issues for CSI prediction. We don’t think there is much remaining work.

	InterDigital
	Our concern doesn’t seem to be addressed yet. Seems all companies agree that it is additional workload on top of CSI compression. As we raised the concern already, we are fully loaded with CSI compression, therefore any additional workload is not acceptable. Also, keep in mind that we are always underestimating workload which is the problem and we end up failing to finish on time. Another problem for overlapping Rel-18 MIMO, I don’t want to repeat here.

	Samsung
	We agree with Huawei and MediaTek regarding the workload for this sub-use case.

	AT&T
	We also agree with the Huawei and Mediatek regarding the workload. Furthermore, the use case deals with a one-sided model so the spec impact will be significantly lower as we do not have to deal with issues regarding model transfer etc. 

	vivo
	We support selecting CSI prediction in time domain as a representative sub use case. Firstly, the gain of CSI prediction is promising. Secondly, CSI prediction is a one-sided model, which fulfill the CSI feed back enhancement. Thirdly, the workload and spec impact are fairly small compared to that of CSI-compression. We believe that it can be surely completed in the normative work.

	NTT DOCOMO
	We have the same concern as interdigital. 




Discussion 2-4 (v1): 
Time domain CSI prediction using one sided model has been discussed quite extensively. The main points are summarized:
· EVM: with the newly approved conclusions, majority of CSI prediction EVM has finished.  
· Performance gain: from the evaluation results in 9.2.2.1, AI based algorithm can achieve 5dB-15dB gain on NMSE comparing to a non-AI/ML algorithm (AR, linear filtering, etc.) 
· On potential specification impact: CSI prediction is one sided model, potential specification impact is much less comparing to two sided model.   
· On R18 MIMO work duplication: Many companies clarified in submission, comment, and summarized in the 1st round FL discussion of 2-4. 

To move forward, FL would like to get companies view whether QC’s proposal to limit to UE side only at the end of last GTW discussion can be acceptable to both sides, as a compromise to address the workload concern. Please indicate your preference: NW-side and UE-side CSI prediction, UE-side only, or object to both.  

If you prefer NW side and UE side, but can live with UE-side only as compromise, please indicate in both rows. 

	NW-side and UE-side CSI prediction 
	OPPO, Panasonic, CAICT, Huawei/HiSi, vivo, Spreadtrum, NEC, Fujitsu, CATT, CMCC, ZTE(2nd preference), NVIDIA, MediaTek (1st), Ericsson, Samsung, AT&T (1st  preference), Sony

	UE-side CSI prediction only 
	Panasonic, Huawei/HiSi, DCM, vivo, Spreadtrum, Fujitsu, CMCC, ETRI, ZTE(1st preference), MediaTek (2nd), Nokia/NSB, Ericsson, AT&T (2st  preference), Qualcomm (comment), Sony

	Do not support either of them 
	DCM, InterDigital, LG




	Company
	View

	OPPO
	For EVM discussion and performance gain evaluation, we do not have a strong preference for which side to conduct the CSI prediction. 

	Panasonic
	We are acceptable to consider UE-side CSI prediction only. Network side CSI prediction could be performed using legacy CSI framework without any specification change. UE-side CSI prediction would have some specification impact and it should be studied.

	CAICT
	We think both NW-side and UE-side CSI prediction could be supported. 

	Huawei/HiSi
	It may be a bit early to decide which side to go, but we can live with UE side only, as gNB side prediction based on SRS measurement may be implementation.

	NTT DOCOMO
	Even though specification impacts of CSI prediction are relatively small compared to two-sided model sub use case, the additional sub use case still requires a lot of workloads. 
Hence, our preference is not to support either of NW-side or UE-side. However, if the sub use case is confined to either only NW side CSI prediction or UE side prediction, we can accept it.

	vivo
	We support both NW-side and UE-side CSI prediction for study.
Indeed, the workload may be a concern, but we believe it is still in the SI that we can take it as a representative sub-use case, and then later on, we can make the judgement whether it can be completed within the normative work by the proponent companies.
As we know, many companies recognize that the workload on CSI-prediction is much less as opposed to that on CSI-compression.

	Xiaomi
	Considering workload, we prefer CSI prediction is not selected as a representative sub-use case. But if sub use case is applied to UE side prediction, we can accept it to be studied.

	CATT
	Both can be studied. Not sure why focus on UE-side prediction only.
In fact, NW-side prediction is even better: if prediction is in NW side, the CSI feedback overhead can be reduced (within the predicted time duration). 

	CMCC
	We prefer NW-side and UE-side CSI prediction. Not sure why we need to down-select from them at this early stage. 
But as a compromise, we can accept UE-side CSI prediction only.

	ETRI
	We prefer UE-side CSI prediction to address considerations on the workload.

	ZTE
	From our perspective, UE-side CSI prediction only is our first preference since gNB-side CSI prediction may be more likely an implementation manner. In current stage, we are open to study both UE-side and gNB-side CSI prediction. 

	MediaTek
	We are also fine with UE-side CSI prediction only.

	Nokia/NSB
	UE-side CSI prediction with AI/ML is higher priority in our view, because UE can acquire multiple channel measurements through CSI-RS and use them as input to the model. Study this approach by assuming as baseline no prediction, as done in Rel18 MIMO, is also useful for future comparison with Rel18 CSI feature which will support UE-side prediction.
gNB side prediction, on the other hand is more challenging and it is not clear how a gNB can acquire past CSIs, whether from SRS assuming UL/DL channel reciprocity in TDD or from multiple CSI reports. In both cases the accuracy of DL channel measurements available at the gNB is inferior to that available at the UE.

	Samsung
	We do not see why the study has to be limited to UE-side prediction. Network-side prediction has the following obvious advantages:
· Network-side model can be site-specific (an obvious performance advantage)
· Network-side model imposes fewer requirements on LCM signalling 
· The network can predict the CSI for the actual slot when it schedules PDSCH
· The network has more computational resources (to state the obvious) 
Given these advantages, we do not see why network-side prediction has to be precluded at this stage. Besides, the evaluation assumptions for network-side and UE-side prediction are almost identical; therefore, the argument that “it adds workload” does not hold water.    

	AT&T
	We would prefer to study both UE and gNB side implementation. We understand the concern from different companies regarding workload however it is still to early to down select gNB. We are of the opinion, that at this stage we can prioritize and focus on UE side model and down select gNB side model later based on the workload.

	Qualcomm
	The decision to select CSI prediction as a representative sub-use-case should be made after further discussion of evaluation results from companies. Our indication in the table above is that if it is agreed to be selected, then we prefer selecting only UE-side prediction.

	Sony
	We also think it is early to decide but agree the gNB side could be implementation specific.



Potential specification impact for CSI compression with two-sided model  
Training collaboration 
Three types of training collaboration were agreed in RAN1 110. Following table summarize company’s proposals related to each type of training collaboration.  
	Company
	Key Proposals/Observations/Positions

	 FUTUREWEI
	Proposal 2: For solution belongs to training/collaboration Type 1, further study potential standards impact associated with:
o	Exchanging model information, including protocol/signalling mechanism that enables the model transfer
o	Exchanging additional functional modules (if not integrated with the model) and/or other supporting information between gNB and UE to help the receiving node to perform the encoding/decoding function 
Proposal 3: For solution belongs to training/collaboration Type 2, further study potential standards impact related to:
o	Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data, supporting information. 
o	Information exchanges between the UE and network during the joint training stage.
Proposal 4: For solution belongs to training/collaboration Type 3, further study potential standards impact related to:
o	Information exchanges between the UE and network prior to the separate training procedure. at UE side and network side which may include training data, intermediate output, and other supporting information, e.g., common assumptions, if applicable.
Proposal 5: For CSI compression using two-sided model use case, study potential standards impact related to supporting multi-vendor operations across UE vendors and network vendors.

	Huawei
	Proposal 8: Further clarify the steps of performing training Type 3, e.g., for the sequential training starting with Network side training:
•	Step1: Network trains the Network side CSI generation part (which is not used for inference) and the Network side CSI reconstruction part jointly
•	Step2: Network shares UE side with the dataset including the input (original CSI) and output (CSI feedback) of the Network side CSI generation part
•	Step3: UE side trains the UE side CSI generation part based on the dataset shared by Network
Proposal 9: Study the potential specification impact for each of the following training types:
•	Type 1 (Joint training at a single side/entity), including AI/ML model transfer, e.g., the model structure, model parameters, etc.
•	Type 2 (Joint training of the two-sided model at Network side and UE side, respectively), including FP/BP information exchange, training dataset delivery, etc.
•	Type 3 (Separate training at Network side and UE side), including training dataset delivery.

	ZTE
	Proposal 1: Further study AI/ML model training collaborations, including:
•	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
•	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
▫	Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side
▫	Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
•	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
▫	Type 3-1: With specified interactions for dataset used for model training in another side
▫	Type 3-2: Interactions for dataset used for model training in another side are specification-transparent between network side and UE side

	Vivo
	Observation 3:	Pros/cons for training collaboration type 1: 
1)	Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
2)	Pros: Trivial model (such as one-layer MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead is very low.
3)	Cons:  Model proprietary could not be kept during model transfer.
Observation 4:	Pros/cons for training collaboration type 2:
1)	Pros: Model proprietary could be kept.
2)	Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3)	Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 5:	Pros/cons for training collaboration type 3: 
1)	Pros: Model proprietary could be kept.
2)	Cons: Need to share information on dataset.
3)	Cons: Performance will degrade if shared dataset is insufficient.

	China Telecom
	Observation 1: We need further clarification what aspects should be specified or studied for air-interface enhancement with model exchange. e.g, size and format of AI model information and transmission method, signaling design on exchanging AI/ML model parameters, and so on.
Proposal 5: Further evaluation the performance impact of air-interface enhancement without model exchange.

	Oppo
	Proposal 5: In CSI compression using two-sided model use case, the following AI/ML model delivery collaborations could be further studied:
•	Type 0: model delivery transparent to air interface
•	Type 1: model delivery form UE to gNB via air interface
•	Type 2: model delivery from gNB to UE via air interface
•	FFS: event triggered model delivery, periodic model delivery,  e.g. for training or LCM purpose.
Proposal 6: In Rel-18, analyze the difficulty and requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
•	Real-time deployment
•	Non real-time deployment
•	Whole model deployment
•	Partial model deployment (e.g. only updating model weights)
•	Deployment of complex models
•	Deployment of simple models
Proposal 7: Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18.
•	FFS Other scenarios
Proposal 8: Both protocol visible interfaces and protocol invisible interfaces can be used in subsequent AI/ML applications and need to be studied.

	CATT
	Proposal 3: Study the following aspects on separate training for spatial-frequency domain CSI compression:
· The performance of sequential training and parallel training;
· Whether the network side and the UE side can use different AI/ML model structures (e.g. one side uses transformer and the other side uses ResNet);
· Whether different size of dataset can be used by the network and the UE for AI/ML model training;
· Mechanisms on training dataset collection & transfer.
Proposal 5: At least for AI/ML based CSI feedback with joint training, the training dataset is generated by the network side, e,g. by collecting CSI data from UEs.
Proposal 6: For AI/ML based CSI feedback, collecting high accuracy CSI from UEs by the network should be supported.
Proposal 7: For training collaboration type 1 with the AI/ML model training deployed at the UE side and training collaboration type 3, the training dataset should be transferred from the network side to the UE side.
Proposal 14: Study the spec impacts of AI/ML model transfer for AI/ML model training collaboration Type 1/2, with the following aspects considered:
	Full or partial model transfer;
	Periodicity/trigger;
	Latency and reliability requirement;
	Model representation format (MRF).

	Fujitsu
	Proposal-1: The signaling and standard impacts for supporting three types of training collaborations can be studied based on the following overhead estimations:
•	Type-1: overhead assessment for model transfer
•	Type-2: overhead assessment for gradient exchange
•	Type-3: overhead assessment for dataset exchange

Proposal-2: For separate training, study potential specification impacts on dataset transfer from at least the following aspects:
•	The method of data quantization to reduce the overhead in dataset transfer.
•	The sizes of data for the schemes of model training, finetuning, and model transfer, respectively.
•	The contents of the dataset, including data format, dataset parameters, and model ID, etc.
•	The signaling for the dataset transfer.

	Intel
	Proposal 4:
•	It should be clarified that offline training only is assumed for the agreed training collaboration types
Proposal 5: 
•	Performance loss is expected for Type 3 model training collaboration depending on training order and number of iterations

	Lenovo
	Proposal 9	Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between gNB and UE sides during model training occurs over the NR air interface or via proprietary signaling
Proposal 10	Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration
Proposal 11	For FDD systems with network-based model training, study the means of feeding back the CSI training data from the UE to the network for FDD systems

	Panasonic
	Observation 1: Type 2 and 3 with offline training might be feasible options at least Re.18/19 timeline from standardization effort perspective. Type 1 with network sided training can be potential in the long-term.

	CAICT
	Proposal 3: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.
Proposal 5: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.
Proposal 6: In order to control the burden of intermedia results transfer of joint training of the two-side model at network and UE side, the amount and times of intermedia results transmission should be limited as much as possible.
Proposal 7: Original CSI information feedback from UE side to network is also needed for joint training of the two-sided model at network side and UE side.
Proposal 8: Dataset transfer from network to UE and AI model information exchanging between UE an network side should be considered for separate training at network aide and UE side.

	Xiaomi
	Proposal 5: The selected training collaboration type of a two-sided model should at least consider specification workload, overhead and system performance.

	CMCC
	Proposal 4: For AI based CSI enhancement, the potential spec impact on the training data transfer should be studied.
Proposal 5: In CSI compression using two-sided model use case, transfer learning-based method could be studied for the training phase.
Proposal 6: For CSI compression using two-sided model use case, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
Proposal 7: For CSI compression using two-sided model use case, when using Type 2 training collaboration, the potential spec impact on forward propagation and backward propagation information exchange need to be studied.
Proposal 8: For CSI compression using two-sided model use case, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.

	Nokia
	Proposal 1: For UE-first separate training scenario, the training dataset for NW-side model training needs to be studied to determine whether it can be achieved to find a common way of interpreting provided CSI feedback across multiple NW vendors, for example by defining AI/ML encoder output to CSI feedback mapping or by other schemes.

Proposal 2: For UE-first separate training scenario, the training dataset for NW-side model training needs to be studied to determine whether CSI feedback (output of UE part of the two-sided model) and projected target CSI (output of the UE assumed (hypothetical) network part of the two-sided model) are sufficient, or any additional/alternative data needs to be provided. 
•	This investigation needs to be done with generalization of this concept over multiple UE vendors in mind.

Proposal 3: For NW-first separate training scenario, the training dataset for UE-side model training needs to be studied to determine whether the input to a hypothetical UE model should be included. There can be practical difficulties in finding a common set of data across multiple UE vendors.

Proposal 4: For NW-first separate training scenario, training dataset for UE-side model training needs to be studied to determine whether projected CSI feedback (output of hypothetical UE part of the two-sided model) and target CSI (output of the network part of the two-sided model) are sufficient, or any additional/alternative data needs to be provided. 
•	This investigation needs to be done with generalization of this concept over multiple NW vendors in mind.

	ETRI
	Observation 1: AE based CSI compression can be trained separately at gNB and UE side in parallel when proper transformation and/or regulation is applied.
Observation 2: PCA based CSI compression can either be trained jointly at a single side (gNB or UE sides) or separately at gNB and UE sides in parallel.

Proposal 1: For AI/ML model-based CSI compression sub use case in NR air interface, study AE based CSI compression including:
-	Transformation to align different latent space(s) (e.g., Procrustes transformation)
-	Regulation to have geometric similarities between different latent space(s) (e.g., isometry regulation)

	MediaTek
	Proposal 3: Discuss potential spec impact on model exchange focusing on the followings
•	Content of the model exchange including model format, pre/post-processing choice, model parameters, hyper-parameters, etc.
•	Signalling format for the model exchange
•	Related UE capability
Proposal 5: Discuss the potential spec impact of life cycle management for CSI compression in AI 9.2.1 General aspects of AI/ML framework

	Apple
	Proposal 3: Further discuss the pros/cons of each training collaboration type and sub-types.  

	NVIDIA
	Proposal 6: In CSI compression using two-sided model use case, study the pros and cons of the following AI/ML model training collaborations:
•	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
•	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
•	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.


	Samsung
	Proposal 2-2: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.
Proposal 2-3: Deprioritize two-sided model training collaboration that requires extensive sharing of training, validation and testing datasets in this study item.
Proposal 2-4: Study the impact of the following factors on two-sided model development approaches:
•	Requirements on privacy-sensitive dataset sharing 
•	Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
•	Whether two-sided model development approaches adhere to 3GPP’s open and fair framework
Proposal 2-5: For Type 3 training collaboration, study performance impact of training/testing an encoder with a reference decoder. 


	NTT Docomo
	Observation 1: Joint training provides better performance than separate training.  
Observation 2: Type 2 and Type 3 training procedure requires large signalling overhead due to the dataset transfer from one side to the other.  
Proposal 2: Consider Type 1 training procedure with model delivery outside 3GPP in Rel-18 AI/ML as baseline, where offline agreements are made between multiple vendors before the model delivery.

	Qualcomm
	Observation 2:	For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline target-specific optimization and testing.
Observation 3:	For the AI/ML-based CSI feedback enhancement use case, the motivation for online training over the air-interface is not clear.
Observation 5:	Type 1 training requires the UE-side and NW-side to coordinate and provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the single training entity to ensure that the trained models are suitable for inference.
Observation 6:	It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.
Observation 7:	As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
Observation 8:	It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.
Proposal 5:	For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.



  
Type 1, 2,3 training collaboration were agreed in RAN1 110. Sub-types under each training collaboration type were proposed, and potential specification impacts are proposed. The discussion here focuses on identify potential specification impact for each training collaboration type. The data collection which is common to all training collaboration is discussed in section 3.2.

Proposal 3-1-1 (closed): 
In CSI compression using two-sided model use case with training collaboration type 1, further study potential specification impact on:
· Protocol and signaling mechanism to enable CSI compression specific model transfer. 
· Note: potential CSI compression specific model transfer spec impact, if any, will NOT be discussed until further progress in 9.2.1 on model transfer. 

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	This proposal assumes that NW-UE collaboration level z is supported for CSI compression. However, before determining to study the detail of model transfer, we prefer to discuss whether or not NW-UE collaboration level z is supported in CSI compression first.

	Google
	Support

	MediaTek
	Agree with NTT DOCOMO

	NVIDIA
	Whether or not model transfer is needed depends on training type. It may be helpful to first discuss pros and cons of training types 1, 2, and 3. 

	Ericsson
	Support. 3GPP should discuss issues with potential specification impact and we should investigate the impact for type 1,2 and 3 in this SI and conclude on pros and cons (including specification impact).  

	 Lenovo
	Support

	FUTUREWEI
	We are ok with the proposal.

	Intel
	It is not clear for us if this agreement is needed now considering the note. Maybe it is better to discuss this proposal after further progress in 9.2.1 on model transfer.

	InterDigital
	Ok with the proposal

	CAICT
	We are fine with the proposal.

	AT&T
	Support

	Panasonic
	We are OK with the proposal.

	vivo
	Support the proposal in principle.

	CATT
	Fine with the proposal.

	OPPO
	Agree with NTT DOCOMO, before determining to study the detail of model transfer, we should discuss whether or not NW-UE collaboration level z is supported in CSI compression first.
We suggest to keep this discussion open and study pros and cons of training types 1, 2, and 3 first. 

	LG
	We are ok in principle. Regarding first sub bullet, we think mentioning protocol is not necessary. 

	Xiaomi
	We also think the pros and cons of the three types should be firstly discussed, and one type is selected from the three types considering specification workload, overhead and system performance.

	Nokia
	It is better to have a single proposal on Type 1-3 than listing them separate. Also, better to follow 9.2.1 on whether the model transfer is high priority discussion or not.  

	Sony
	Support

	CMCC
	Support the proposal.

	ZTE
	We think the definition of model transfer is not clear and we can discuss this issue after agenda 9.2.1. Also, we should identify and discuss the pros and cons on Type 1,2,3 first.

	Samsung
	We agree with Intel, Nokia, and ZTE that this discussion should occur in AI 9.2.1; see our “Proposal 2-2: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.”
If this discussion occurs in this agenda item, then we would prefer to defer it until the definition of “model transfer” has been agreed in AI 9.2.1.

	Qualcomm
	Since the note says this will not be discussed until further progress in 9.2.1, it is not clear why we need to agree to study it at this point. 
Regarding the proposal, the trained model must be compiled specific to the device that will use it. This typically happens offline at a proprietary server with device vendor involvement. The compiled model is then delivered to the device for inference use.
Since the compiled model is delivered from the proprietary server to the device and not from a network node to the device, there is no clear reason why this requires a 3GPP-based signaling mechanism. It could instead be done in a proprietary manner.
Based on this discussion, we suggest the following change: 
In CSI compression using two-sided model use case with training collaboration type 1, further study the need for and potential specification impact on:
•	Protocol and signaling mechanism to enable CSI compression specific model transfer. 
•	Note: potential CSI compression specific model transfer spec impact, if any, will NOT be discussed until further progress in 9.2.1 on model transfer.



Based on GTW discussion in 9.2.1, model transfer can be done using specification transparent way or specified way. Therefore, similar to type 2 and type 3, the proposal below further classifies it for two sub-types, for a comprehensive pros/cons discussion in future meetings. In addition, the potential specification impact of CSI compression related model transfer, if any, will NOT be discussed until general signaling of model transfer is clarified.   
Proposal 3-1-1(v1 closed): 
In CSI compression using two-sided model use case with training collaboration type 1, the following sub-types will be further studied:
· Type 1-1: With specified CSI compression model and/or CSI reconstruction model transfer between network side and UE side. 
· Type 1-2: With specification-transparent CSI compression model and/or CSI reconstruction model transfer between network side and UE side	
· Note: potential CSI compression specific model transfer spec impact, if any, will NOT be discussed until further progress in 9.2.1 on model transfer. 

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	   OK in principle

	CAICT
	Support

	 CATT
	To clarify, many companies still think ‘model transfer’ shall be within 3GPP, not specification-transparent. If we would like to make sub-types, using term ‘model delivery’ will be a much safer choice, to avoid the risk of overturning this potential agreement:
· Type 1-1: With specified CSI compression model and/or CSI reconstruction model transfer delivery between network side and UE side. 
· Type 1-2: With specification-transparent CSI compression model and/or CSI reconstruction model transfer delivery between network side and UE side	

	FUTUREWEI
	We are ok with the sub-type. However, we suggest using “CSI generation part” and “CSI reconstruction part” in the wordings to be consistent with 9.2.2.1.

	CMCC
	Support in principle and also OK with CATT’s refinement.

	MediaTek
	Fine with the study of two types

	NVIDIA
	Support

	Ericsson
	Not supportive of this proposal. In Type 1-2, it says it is specification transparent. What is the role of 3GPP to discuss specification transparent solutions? Our view is that 3GPP should study the specification impact and assess the feasibility and performance of those. Note that it is possible that we conclude that it is infeasible to perform model delivery within 3GPP specifications, in which case there is still the option of specification-transparent solution. But whether such spec transparent solution is feasible is outside the scope of 3GPP.

	InterDigital
	Ok with the proposal

	Lenovo
	This proposal is better deferred due to ongoing discussion on training calibration types in agenda 9.2.2.1. 
@Ericsson: we agree further clarity on Type x-2 is needed (For Type-1, Type-2 and Type-3). The way we understand it though is that spec-transparent solutions should be disclosed to check their feasibility. For instance, if some companies argue that some signaling between NW-NW, UE-UE or NW-UE is based on proprietary signaling, the corresponding delay-overhead of the signaling needs to be clarified to check if this proprietary solution is even feasible. 
Based on the above, we suggest adding the following note:
Note: For Type 1-2, signaling overhead and/or delay corresponding to spec-transparent solutions need to be discussed for a fair comparison with Type 1-1

	Intel
	Study is not needed for spec-transparent solution. Hence, we can reword the main bullet.
In CSI compression using two-sided model use case with training collaboration type 1, the following sub-types are identified will be further studied are :


	 Samsung
	Since the definition of “model transfer” is still unclear in AI 9.2.1, we prefer to defer discussion of this proposal until that term is clarified.
Also, could you clarify whether 1) the model itself is either specified or specification-transparent, 2) the model transfer is either specified or specification-transparent, or 3) both (1) and (2) are correct?

	LG
	For Type 1-2, we also feel that the study is not needed. 

	Qualcomm
	We support the proposal to clarify the sub-types. One suggestion is to replace “model transfer” with “model delivery” for clarity.

	ZTE
	For the 2nd bullet, we think it is better to use model delivery under the specification-transparent case. Therefore, we suggest the rewordings as:
· Type 1-2: With specification-transparent CSI compression model and/or CSI reconstruction model transferdelivery between network side and UE side	
· Note: potential CSI compression specific model transfer spec impact, if any, will NOT be discussed until further progress in 9.2.1 on model transfer/delivery. 


	AT&T
	Support

	Panasonic
	We are OK with the proposal and also OK with CATTT’s and Intel’s refinement.

	OPPO
	Suggest to study the pros/cons of the sub-types first, and rewording the main bullet as, 
In CSI compression using two-sided model use case with training collaboration type 1, the pros/cons of following sub-types will be further studied:

	Xiaomi
	I want to clarify whether all or partially types of the three training types will be selected to train AI/ML model. If no, the type 1 may be not selected. This implies that it does not make sense to discuss the sub-types of type 1. If yes, we are fine with the proposal. In our view, it is better to select one or more training types according to their pros and cons.




Proposal 3-1-2 (closed): 
In CSI compression using two-sided model use case with training collaboration type 2, the following sub-types will be further studied:
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side. 
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	We prefer type 2-2. 
The proprietary issue of dataset should be considered in type 2 training procedure, because it requires NW and UE to share the same dataset for joint training. If it is specified in the spec, the proprietary issue would be caused.  Hence it is better to perform model training outside 3GPP.

	 Google
	 We may not fully understand the proposal, but it seems the training can be an implementation issue？

	MediaTek
	Prefer type 2-2

	NVIDIA
	Support to further study the two types.

	Ericsson
	Type 2-2 should be removed. This is 3GPP and we should discuss potential impact on 3GPP specifications (i.e. Type 2-1) and feasibility. Here, Type 2-2 is clearly outside the scope of 3GPP and there is no need to study further in 3GPP. 

	 Lenovo
	This proposal is better deferred due to ongoing discussion on training calibration types in agenda 9.2.2.1. In our opinion, one of two performance metrics need to be discussed based on the training collaboration sub-types under training collaboration type 2, as follows:
For Type 2-1: overhead incurred by the respective interactions
For Type 2-2: delay incurred by the respective interactions
The point we would like to raise is that a reasonable metric is needed for each sub-type for fair comparison. We therefore suggest the following revision to the proposal: 
Proposal 3-1-2’: 
In CSI compression using two-sided model use case with training collaboration type 2, the following sub-types will be further studied:
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side.
· Note: Signaling overhead is analyzed for Type 2-1
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
· Note: Signaling delay (assuming proprietary signaling) is analyzed for Type 2-2

	FUTUREWEI
	We are ok to study both types.

	Intel
	Same view as Ericsson. We can directly move to the proposal 3-1-3 without agreement on 3-1-2.

	InterDigital
	We can study both types

	CAICT
	We are fine with the proposal.

	Panasonic
	We are OK to study both types.

	vivo
	From our understanding, the reason to list option Type 2-2 in this SI is for the competence of solution. We do not see much study issues in 3GPP for a specification-transparent option.  

	CATT
	We are open to study (and compare) both specified and non-specified method. 
Meanwhile, we share similar view with Ericsson, Intel and vivo. Type 2-2 seems out of 3GPP, and perhaps no much to study, rather than just confirm its feasibility.

	OPPO
	Ok with the proposal. 
We prefer type 2-2, but we are ok to study pros and cons for both type 2-1 and type 2-2 at this stage. 
According to our understanding, the issue proposed by Lenovo should be carefully addressed, especially the signaling overhead for Type 2-1 and the signaling delay for Type 2-2

	ETRI
	We share same view with Ericsson and Intel.

	LG
	Prefer type 2-2

	Huawei/HiSi
	We are in general ok to further study, but as per our view, regardless it is 2-1 or 2-2, the coordination between NW and UE is complicated: for each epoch, NW and UE has to exchange FP CSI information and BP gradients information in real time manner; both vendors have to design a sophisticated coordination protocol (even it is offline manner) to guarantee the order of the epochs, the order of exchanged information in per epoch, and the format of the gradients, etc. Such joint development between NW and UE vendor is quite challenging in the commercialization. As the vendor has its own milestones for product development or updating, whether it is possible to align the timing of the joint training (which is part of the product development/updating) between vendors is challenging; in addition, how to achieve multi-NW vendors and multi-UE vendors is also not clear.

	Xiaomi
	We think the pros and cons of the three types should be firstly discussed, and one type is selected from the three types considering specification workload, overhead and system performance. But,we are fine to study Type 2-1 and Type 2-2.

	Nokia
	We do not fully understand this proposal. First thing is to check the feasibility of Type 2. 

	Sony
	We share Ericsson’s view

	CMCC
	We share same view with Ericsson.

	ZTE
	We are generally fine to list these two types for study in SI stage. While we think Type 2 coordination between NW vendors and UE vendors is complicated and challenging regardless Type 2-1 or Type 2-2. In addition, we need to further determine whether to discuss Type 2-2 since it is a specification-transparent manner. 

	Samsung
	We think that this discussion should occur in AI 9.2.1; see our “Proposal 2-2: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.”
If this discussion occurs in this agenda item, then we prefer type 2-2, as type 2-1 entails an OTA exchange of training information; also, would type 2-1 be categorized as “online training”?

	Qualcomm
	We support the proposal to clarify the sub-types. For CSI compression use case, the same model will be applicable to several UEs. Therefore, it would be significantly more efficient to train the model offline in a common manner. In this case, the interaction for Type 2 training will happen between training servers. We therefore believe Type 2-2 is the preferred option, and the need for Type 2-1 requires justification.



The proposal here is to summarize different ways to do type 2 training collaboration, so we can have a detailed discussion later for pros/cons of each sub-type. Type 2-2 will not have further potential specification impact discussion.  To clarify, a note is added. 
Proposal 3-1-2(v1 closed): 
In CSI compression using two-sided model use case with training collaboration type 2, the following sub-types will be further studied:
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side. 
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
· Note: type 2-2 is for further pros/cons study of each solution in the SI, without any potential specification impact discussion.  
Please provide your view below:
	Company
	View

	NTT DOCOMO
	Fine with the proposal.

	CAICT
	Fine with the proposal.

	CATT
	Fine with the update version.

	CMCC
	OK with the note.

	MediaTek
	OK with the study of two types, but we still don’t understand why we need to use 3GPP air-interface based interactions for two-sided model training.

	NVIDIA
	Fine with the proposal.

	Ericsson
	Not supportive of this proposal. In Type 2-2, it says it is specification transparent. What is the role of 3GPP to discuss specification transparent solutions at all? Our view is that 3GPP should study the specification impact and assess the feasibility and performance of those. Note that it is possible that we conclude that it is infeasible to perform dataset delivery within 3GPP specifications, in which case there is still the option of specification-transparent solution. But whether such spec transparent solution is feasible and its pros/cons is outside the scope of 3GPP.

	InterDigital
	Fine with the proposal

	Lenovo
	Similar to Proposal 3-1-1(v1), we suggest adding the following note:
Note: For Type 2-2, signaling overhead and/or delay corresponding to spec-transparent solutions need to be discussed for a fair comparison with Type 2-1

	Intel
	Same comment as for the P. 3-1-1 (v1)

	Samsung
	Again, we think that this discussion should occur in AI 9.2.1.
Regarding type 2-1: would it be categorized as “online training”?  If so, then it should be de-prioritized.  Also, we think “specified interactions” should be changed to “specified signaling and/or procedures”.
Regarding type 2-2: we also now see the merit of Ericsson’s argument; if it entails “specification-transparent” interactions, we shouldn’t discuss it (at least not in this AI).

	LG
	Same comment as for the P. 3-1-1 (v1)

	Qualcomm
	Support.

	ZTE
	Fine with this proposal.

	Panasonic
	We are OK with the proposal and also OK with Intel’s refinement as in Proposal 3-1-1(v1).

	OPPO
	Suggest to study the pros/cons for both type 2-1 and 2-2 first, and rewording the main bullet like, 
In CSI compression using two-sided model use case with training collaboration type 2, the pros/cons of following sub-types will be further studied:
The Note part can be removed.




Proposal 3-1-3: (closed)
In CSI compression using two-sided model use case training collaboration type 2-1, further study potential specification impact on:
· Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data. 
· Information exchanges between the UE and network during the joint training stage, including FP/BP information exchange.

Please provide your view below:
	Company
	View

	 NVIDIA
	 Support

	Ericsson
	Support

	Lenovo
	We think this should be discussed in agenda 9.2.2.1.

	FUTUREWEI
	We are ok with the proposal.

	CAICT
	Support

	AT&T
	Support

	PANASONIC
	We are fine with the proposal.

	VIVO
	Support

	CATT
	Fine with the proposal.

	OPPO
	Ok with the proposal, pros and cons need to be analyzed

	LG
	It can be discussed after agreeing on proposal 3-1-2.

	 Huawei/HiSi
	OK in principle

	Xiaomi
	We are fine with the proposal.

	Nokia
	Not support. Ran1 shall first discuss the feasibility of this training mode and how that is relevant for Air-interface signaling. We do not think Type 2 like training is feasible over air-interface. 
Mod: This can be the conclusion after pros/cons are discussion. 

	CMCC
	Support.

	ZTE
	For the two bullets(especially for the 2nd bullet), we think it is hard to support whether/how to exchange information over the air-interface. 

	Samsung
	We think that this discussion should occur in AI 9.2.1; see our “Proposal 2-2: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.”
If this discussion occurs in this agenda item, then since this proposal depends on Proposal 3-1-2, we agree with LG that we should defer it until sufficient progress has been made on Proposal 3-1-2.

	Qualcomm
	We propose to discuss the need for supporting Type 2-1 before studying specification impact. For instance, in the case where the training happens offline between a network-side server and UE-side server, there should be no need to use the air-interface to exchange dataset or intermediate results of forward propagation and backward propagation.

	MediaTek
	Agree with QC




Proposal 3-1-4 (closed): 
In CSI compression using two-sided model use case with training collaboration type 3, the following sub-types will be further studied:
· [bookmark: OLE_LINK7]Type 3-1: With specified interactions for dataset used for model training in another entity
· Type 3-2: Interactions for dataset used for model training in another entity are specification-transparent between network side and UE side

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Does proposal 3-1-4 includes other type3 training procedure than sequential training? If so, is it difficult to conclude type3-1 or type3-2 at this point because the exact procedures for some type3 training procedures have not been specified.
Mod: parallel training is FFS. It is not clear how the common dataset of CSI encoder output is generated for parallel training, as commented in previous meeting. 

	NVIDIA
	Support to further study the two types.

	Ericsson
	Type 3-2 should be removed. This is 3GPP and we should discuss potential impact on 3GPP specifications (i.e. Type 3-1) and feasibility. Here, Type 3-2 is clearly outside the scope of 3GPP and there is no need to study further in 3GPP.

	 Lenovo
	One of two performance metrics need to be discussed based on the training collaboration sub-types under training collaboration type 2, as follows:
For Type 3-1: overhead incurred by the respective interactions
For Type 3-2: delay incurred by the respective interactions
The point we would like to raise is that a reasonable metric is needed for each sub-type for fair comparison. We therefore suggest the following revision to the proposal: 
Proposal 3-1-4’: 
In CSI compression using two-sided model use case with training collaboration type 3, the following sub-types will be further studied:
· Type 3-1: With specified interactions for dataset used for model training in another entity
· Note: Signaling overhead is analyzed for Type 3-1
· Type 3-2: Interactions for dataset used for model training in another entity are specification-transparent between network side and UE side
· Note: Signaling delay (assuming proprietary signaling) is analyzed for Type 3-2

	FUTUREWEI
	We agree with Ericsson that only Type 3-1 needs to be discussed in the standards related to training dataset.

	Intel
	Same comment as Ericsson.

	CAICT
	Fine with the proposal and Type 3-1 is preferred. 

	Panasonic
	We are OK to study both types.

	vivo
	We hold the same view as presented in Proposal 3-1-2, i.e., how to study a specification-transparent solution in 3GPP?

	CATT
	Similar to 3-1-2, we are open to study (and compare) both specified and non-specified method. 
Meanwhile, Type 3-2 seems out of 3GPP, and perhaps no much to study, rather than just confirm its feasibility.

	OPPO
	Ok with the proposal. We need to study on pros and cons for both type 3-1 and type 3-2. 
Similar to the proposal for training type 2, the signaling overhead for Type 3-1 and the signaling delay for Type 3-2 should be addressed.

	ETRI
	We share same view with Ericsson and Intel. We would like to further clarify the proposal:
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, the following sub-type will be further studied:
· Type 3-1: With specified interactions for dataset used for model training in another entity

	LG
	Agree with Ericsson

	Huawei/HiSi
	Agree with other companies, that we should focus on Type 3-1

	Xiaomi
	We think the pros and cons of the three types should be firstly discussed, and one type is selected from the three types considering specification workload, overhead and system performance. But,we are fine to study Type 3-1 and Type 3-2.

	Fujitsu
	We agree with the comments by Ericsson.

	Nokia
	Type 3-1: another entity shall be clarified. 
Type 3-2: this may also be within 3-1, not sure how to differentiate. 

	Sony
	We share Ericsson’s view

	CMCC
	We share same view with Ericsson.

	ZTE
	We are generally fine to list these two types for study in SI stage. However, We need to further determine whether to discuss Type 3-2 since it is a specification-transparent manner. 

	Samsung
	We think that this discussion should occur in AI 9.2.1; see our “Proposal 2-2: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.”
If this discussion occurs in this agenda item, then we prefer to list and study the different flavors of Type 3 before defining Types 3-1 and 3-2.  For example, Type 3 can entail sequential training (based on sharing datasets) or parallel training (based on sharing reference models).

	Qualcomm
	We support the proposal to clarify the sub-types. Similar to our comment in Proposal 3-1-2, the interaction for Type 3 training also will likely happen offline between training servers. 
Also, the same sub-types are applicable to Type 1. The single entity performing the training may receive/collect training data from the other side through specified interactions or through specification transparent interactions. Therefore, we suggest introducing a similar proposal for Type 1 as follows:
-	Type 1-1: With specified interactions for dataset used for model training in the single entity.
-	Type 1-2: Interactions for dataset used for model training in the single entity are specification transparent between the network side and UE side.



Similar as 3-1-2, the type 3-2 is for pros/cons of each sub-type. Type 3-2 will not have further potential specification impact discussion.  To clarify, a note is added. 
Proposal 3-1-4(v1 closed): 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, the following sub-types will be further studied:
· Type 3-1: With specified interactions for dataset used for model training in another entity
· Type 3-2: Interactions for dataset used for model training in another entity are specification-transparent between network side and UE side
· Note: type 3-2 is for further pros/cons study of each solution in the SI, without any potential specification impact discussion.  
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.   

	 Huawei/HiSi
	   OK in principle

	CAICT
	Support.

	Fujitsu
	Our view is to focus on Type 3-1, as specification-transparent is outside the scope of 3GPP.

	 CATT
	  Fine with the update version.

	FUTUREWEI
	We are ok with the updated version.

	CMCC
	Support.

	MediaTek
	Fine with the study of two types

	NVIDIA
	Fine with the proposal.

	Ericsson
	Not supportive of this proposal. In Type 3-2, it says it is specification transparent. What is the role of 3GPP to discuss specification transparent solutions? Our view is that 3GPP should study the specification impact and assess the feasibility and performance of those. Note that it is possible that we conclude that it is infeasible to perform interactions within 3GPP specifications, in which case there is still the option of specification-transparent solution. But whether such spec transparent solution is feasible and its pros and cons is outside the scope of 3GPP.

	InterDigital
	Ok

	Lenovo
	Similar to Proposal 3-1-1(v1), we suggest adding the following note:
Note: For Type 3-2, signaling overhead and/or delay corresponding to spec-transparent solutions need to be discussed for a fair comparison with Type 3-1

	Intel
	Same comment as for P 3-1-1 (v1)

	 Samsung
	Again, we think that this discussion should occur in AI 9.2.1.
Also, does this imply that parallel training will not be discussed for type 3?  We discussed parallel training with a reference model in our Tdoc, and we think that is a valid flavor of type 3.
In addition, we think “interactions for dataset” should be changed to “signaling and/or procedures to align dataset”.

	LG
	Same comment as for P 3-1-1 (v1)

	Qualcomm
	Support.

	ZTE
	Fine with this proposal.

	Panasonic
	We are OK with the proposal and also OK with Intel’s refinement as in Proposal 3-1-1(v1).

	OPPO
	Suggest to study the pros/cons for both type 3-1 and 3-2 first, and rewording the main bullet like, 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, the pros/cons of following sub-types will be further studied:
The Note part can be removed.

	Xiaomi
	As commented for proposal 3-1-1, we are fine with the proposal if the Type 3 is selected to training AI/ML model.



Proposal 3-1-5(closed): 
In CSI compression using two-sided model use case with training collaboration type 3-1, further study potential specification impact on:
· Training dataset delivery from UE to NW for UE first training
· Training dataset delivery from NW to UE for NW first training
Please provide your view below:
	Company
	View

	 NVIDIA
	 Support

	Ericsson
	Support to study the specification impact (as well as other pros and cons of NW side trains first vs UE side trains first)

	 Lenovo
	Similar to Proposal 3-1-1, we think such training dataset delivery is not necessary to be discussed until further progress in 9.2.1 on dataset transfer, and also should be discussed first in 9.2.2.1 as the AI/ML algorithms.  

	FUTUREWEI
	We are ok with the proposal.

	CAICT
	Fine with the proposal. 

	AT&T
	Support

	PANASONIC
	We are fine with the proposal.

	VIVO
	We support this proposal in principle as training dataset delivery in training collaboration type 3 will have certain specification impacts. However, there could be additional information sharing between NW and UW in training collaboration 3, such as the alignment of quantization method. A more comprehensive summary towards the potential specification impacts of this issue may be given when more agreements are made in 9.2.2.1. We prefer to add a note to not preclude other procedures that may have potential specification impacts in this issue.
Mod: quantization is discussed separately. 

	CATT
	Support, and from NW to UE is preferred by us.

	NEC
	Support

	OPPO
	We are ok with the proposal.

	ETRI
	We would like to further clarify the proposal:
In CSI compression using two-sided model use case with training collaboration type 3-1, for sequential training, further study potential specification impact on:
· Training dataset delivery from UE to NW for UE first training
· Training dataset delivery from NW to UE for NW first training

	LG
	Ok with the proposal

	Huawei/HiSi
	Support

	Xiaomi
	We are fine with the proposal.

	Fujitsu
	Support.

	Nokia
	We do not think dataset delivery is clear in the proposal. Is it using air-interface or not ? if yes, should not we first make the observation if such type of training is feasible. 

	CMCC
	Support.

	ZTE
	Fine with the proposal.

	Samsung
	We think that this discussion should occur in AI 9.2.1; see our “Proposal 2-2: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.”

	Qualcomm
	We propose to discuss the need for supporting Type 3-1 before studying specification impact.
Also, it would be good to clarify whether the proposal applies to the initial dataset used to train the model that is trained first, or the intermediate dataset used to train the model that is trained second, or both. For example, for NW first training, there is a possibility that the initial dataset to train the NW side model may be delivered from the UE side, or vice versa.

	InterDigital
	Support



Summary of sub-types discussion: 
Discussion on sub-types of training collaboration based on whether it is specified or spec transparent cannot reach agreement. Concerning companies raised the point that 3GPP should not discuss proprietary solution and study its pros/cons. Instead, we should focus on studying the feasibility, potential specification impact and performance, to drive proper conclusion for WI phase. As study spec transparent approach is unconventional in 3GPP, FL suggest we do not further define sub-types, instead focusing valuable RAN1 time on feasibility, necessity and potential spec impact of type 2 and type 3 training collaboration. Therefore proposal 3-1-1, 3-1-3 and 3-1-5 are closed. And 3-1-4 and 3-1-6 are revised to following proposal: 
Proposal 3-1-3(v1): 
In CSI compression using two-sided model use case with training collaboration type 2-1, further study necessity, feasibility, and potential specification impact on:
· Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data. 
· Information exchanges between the UE and network during the joint training stage, including FP/BP information exchange.

Please provide your view below:
	Company
	View

	NTT DOCOMO
	Fine with the proposal.

	vivo
	We are supportive of this proposal.

	Panasonic
	We support the proposal.

	Fujitsu (Upd)
	We prefer to keep the original wording. It is unclear to us how to study the necessity and feasibility.
Mod:  Necessity is to discuss whether standardization is needed to achieve multi-vendor inter-operability. Feasibility is to study whether it is feasible to standard it. Many companies explained the gradient exchange over the air is too complicated in comments.

@FL,
Thanks for the clarification. We share the similar concerns regarding gradient exchange over the air. Considering the discussion in 9.2.1 (Proposal 3-17), it is said that, “the dataset exchange based on 3GPP signaling may or may not involve dataset transfer in the air interface.”
We think that based on different assumptions and understandings, it would be difficult to justify the necessity and feasibility of dataset exchange either for Type-2 training or for Type-3 training.
With or without the wording of “necessity, feasibility”, it seems there is not much difference to the study on this direction.
For progress, we can live with the current proposal.


	CATT
	Fine with this direction. Anyway, companies can still be inspired if carefully read the process of discussion.

	CAICT
	Support this proposal.

	Xiaomi
	Support the proposal.

	CMCC
	Support the proposal.

	Ericsson
	Support

	Huawei/HiSi (Upd)
	To clarify: this proposal includes both the original type 2-1 and type 2-2, right? 
Minor changes as
In CSI compression using two-sided model use case with training collaboration type 2-1, further study necessity, feasibility, and potential specification impact on:
· Information exchanges between the UE side and network side prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data. 
· Information exchanges between the UE side and network side during the joint training stage, including FP/BP information exchange.
Mod:  Discussion on sub-types of training collaboration based on whether it is specified or spec transparent cannot reach agreement. Concerning companies raised the point that 3GPP should not discuss proprietary solution and study its pros/cons. So, we are not going to define sub-types based on spec impact. Proposal 3-1-3 and 3-1-5 is to discuss the specified approach only.  Companies can always do proprietary solution.   
Huawei/HiSi: Thanks FL for clarifications! Support.

	FUTUREWEI
	We are fine with the proposal.

	NOKIA/NSB
	Ok

	INTERDIGITAL
	Ok with the proposal

	Lenovo
	Support

	Samsung
	Since this proposal depends on Proposal 3-1-2, we should defer it until sufficient progress has been made on Proposal 3-1-2.
In particular, we shouldn’t agree to study these second-level issues until we agree on the first-level issue: should we even study type 2-1?  As outlined in Proposals 2-3 and 2-4 in our Tdoc, the information exchanges that are described in this proposal may 1) incur significant overhead and 2) reveal proprietary information. 
Mod:  Please see reply to Huawei. We can study and conclude it is not feasible to perform type 2 training over the air interface in future meetings.
Samsung: Thank you for your reply.  Although we still have concerns regarding the feasibility of type 2, we can accept the current wording (which includes “necessity, feasibility, and”) for the sake of progress.

	Sony
	Support

	Qualcomm
	We agree with the changes to the wording. We believe the clarification of sub-types is very useful in analyzing the necessity and feasibility of different options for training collaboration. For example, the need for a standardized approach should be evaluated based on the options available in a spec transparent approach. This would help understand whether the specification effort is justified.

	AT&T
	Support

	OPPO
	OK

	NVIDIA
	Support

	MediaTek
	Support. Agree with QC.

	FUTUREWEI
	We support the proposal.

	Qualcomm
(4th round)
	Identifying the sub-types would be very useful to progress spec impact discussions. Are the versions of the sub-type proposals in Section 5 (with the wording changed to “identified” instead of “studied”) still active?
Mod: Discussion on sub-types of training collaboration based on whether it is specified or spec transparent cannot reach agreement. Concerning companies raised the point that 3GPP should not discuss proprietary solution and study its pros/cons. To move forward, I update the proposal to reflect the point that we might not need specified solution, or transmission over air interface is not feasible, too much overhead etc.  

	LG
	Support



Proposal 3-1-5(v1 closed): 
In CSI compression using two-sided model use case with training collaboration type 3-1, further study necessity, feasibility, and potential specification impact on:
· Training dataset delivery from UE to NW for UE first training
· Training dataset delivery from NW to UE for NW first training

Please provide your view below:
	Company
	View

	NTT DOCOMO
	Fine with the proposal.

	VIVO
	We support this proposal in principle as training dataset delivery in training collaboration type 3 will have certain specification impacts. However, there could be additional information sharing between NW and UE in training collaboration 3, such as the alignment of quantization method. A more comprehensive summary towards the potential specification impacts of this issue may be given when more agreements are made in 9.2.2.1. We prefer to add a note to not preclude other procedures that may have potential specification impacts in this issue.
Mod: quantization is discussed separately. 

	ETRI
	We have a concern that dataset delivery is for sequential training of colloaboration type 3, and to be aligned with Proposal 3-1-4(v1), we would like to further clarify the proposal:
In CSI compression using two-sided model use case with training collaboration type 3-1, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset delivery from UE to NW for UE first training
· Training dataset delivery from NW to UE for NW first training

	Panasonic
	We support the proposal.

	Fujitsu
	We prefer to keep the original wording. It is unclear to us how to study the necessity and feasibility.

	CATT
	We think ETRI’s suggestion is fine. This will be more accurate.
For additional information, similar discussion happens in 9.2.2.1, and the proposals are explicitly written as ‘for sequential training’ to be accurate. 

	CAICT
	Fine with ETRI’s update wording. 

	Xiaomi
	Fine with ETRI’s update wording.

	CMCC
	OK with ETRI’s wording. It seems more clear and aligned with the wordings in EVM agenda.

	Ericsson
	Support. Also OK with ETRI’s proposal

	Huawei/HiSi
	To clarify: this proposal includes both the original type 3-1 and type 3-2, right? 
Minor changes as (on top of ETRI version)
In CSI compression using two-sided model use case with training collaboration type 3-1, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset delivery from UE side to NW side for UE first training
· Training dataset delivery from NW side to UE side for NW first training
Mod:  Please comment on 3-1-3(v1). Proposal 3-1-3 and 3-1-5 is to discuss the specified approach only.  Companies can always do proprietary solution.   

	FUTUREWEI
	We are ok with the proposal in general. This proposal only specifies training dataset delivery. However, besides training dataset, there may be other information that needs to be exchanged between the NW-side and UE-side depending on which side starts first, like quantization related information and/or others. We suggest minor updates to the proposal on top of ETRI and Huawei’s version:
In CSI compression using two-sided model use case with training collaboration type 3-1, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training

	Nokia
	Support, including ETRI’s and Huawei’s updated wordings.

	INTERDIGITAL
	Ok with proposal. Supportive the latest version from FutureWei

	LENOVO
	Support, also fine with Futurewei’s latest version. We would prefer adding some clarification that the study should be based on agreements/progress made in agenda 9.2.2.1 to avoid duplicate work 

	Samsung
	We have several concerns with this proposal, as outlined in Proposals 2-3 and 2-4 in our Tdoc.  For example, transferring training datasets between the UE and the NW may incur significant overhead (especially when training a well-generalized model).  Also, transferring training datasets between the UE and the NW may reveal proprietary information.
We would prefer to study a different flavor of type 3-1 that does not entail transferring training datasets between the UE and the NW, i.e. each side only uses locally-collected data for training.
Mod:  You are referring to parallel training? Adding sequential training will address your concern? Since parallel training is still under clear, we can study it further after basic understanding of how it is done is clarified.
Samsung: Thank you for your reply.  Yes, we are referring to parallel training; we think that parallel training is more feasible than sequential training.
We understand that many of the details of parallel training are unclear at this point, though the same could also be said for sequential training.  Adding "for sequential training" for this proposal is helpful, but we think that parallel training should also be discussed (e.g. CATT and ETRI also have proposals on parallel training).

	Sony
	Support

	Qualcomm
	Agree with the wording change. Clarification of sub-types between standardized and spec transparent approach is useful in our view to study the necessity of specification enhancements.

	AT&T
	Support including Futurewei (, Huawei and ETRI) updated wording. 



Proposal 3-1-5(v2): 
In CSI compression using two-sided model use case with training collaboration type 3-1, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· Note: other aspects are not precluded.  

	Company
	View

	OPPO
	OK

	Panasonic
	We are fine with the proposal.

	CAICT
	Support the proposal.

	Huawei/HiSi
	OK

	DCM
	Fine with the proposal.

	Vivo
	We supportive of the proposal.

	Spreadtrum
	Support

	Xiaomi
	Support.

	NEC
	Support

	Fujitsu
	Similar comments to that of Proposal 3-1-3(v1).

	CATT
	Fine with the update. 

	CMCC
	Support.

	ETRI
	We support

	ZTE
	We are generally fine, but we are not clear about other information and we suggest adding “if applicable” as 
· Training dataset and/or other information (if applicable) delivery from UE side to NW side for UE first training
· Training dataset and/or other information (if applicable) delivery from NW side to UE side for NW first training
· Note: other aspects are not precluded.  

	NVIDIA
	Support

	MediaTek
	Support

	FUTUREWEI
	We support the updated version, but we don’t think adding “(if applicable)” is needed. For ZTE’s comment, we think the wording “or” already reflects only when “applicable”.

	Nokia/NSB
	Support

	InterDigital
	Ok

	Lenovo
	Support

	Samsung
	We think that parallel training should also be studied, since it can reduce the overhead of transferring training datasets and protect proprietary information.  Also, at this stage of the SI, we should be open to studying a range of training approaches, as that would allow us to assess their respective advantages and disadvantages.
That being said, for the sake of progress, we can accept this proposal since it pertains to sequential training.  We can bring a proposal in the next meeting to also study parallel training.

	AT&T
	Support.

	Qualcomm
	Does the proposal apply to the initial dataset used to train the model that is trained first, or the intermediate dataset used to train the model that is trained second, or both? For example, for NW first training, there is a possibility that the initial dataset to train the NW side model may be delivered from the UE side, or vice versa. We prefer to discuss all the possibilities.

	Sony
	Support

	LG
	Ok




Data collection
Following table summarize company’s proposals related to data collection  

	Company
	Key Proposals/Observations/Positions

	 Huawei
	Observation 1: The overhead of data collection and report for ground-truth CSI may not be a big issue regarding the average overhead of data collection during the long period of model training/updating/ monitoring as well as dataset compression.
Observation 2: The provision of some assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
Proposal 4: Potential specification impact of reporting ground-truth CSI from UE to Network via air-interface should be studied for the model training/updating/monitoring purpose.
Proposal 5: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for UE’s data collection includes at least:
•	Enhanced CSI-RS for DL channel measurement
•	Signaling for triggering/configuring the data collection procedure
Proposal 6: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for Network’s data collection includes at least
•	Enhanced CSI-RS/SRS for channel measurement
•	Signaling for triggering/configuring the data collection procedure
•	Signaling/procedure for the UE report of the ground-truth CSI
Proposal 7: For the potential specification impact of dataset delivery of the CSI compression sub use case, study the signaling and procedure to deliver the dataset, including the size of the dataset, format of data sample, type(s) of the data sample, etc.

	ZTE
	Proposal 7: At least further study the data collection for AI/ML model training/inference/update/monitoring from Gnb side and UE side.

	Spreadtrum Communications
	Observation 1: For AI/ML model training Type 1, AI/ML model may can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 2 and Type 3.
Observation 3: Training dataset exchange is needed for AI/ML model training Type 2 and Type 3.

	Vivo
	Observation 2:	Assistance information such as cell ID or zone ID or beam ID in data collection can be helpful for developing flexible CSI compression models adaptive to specific areas.
Proposal 2:	Study the potential specification impacts of data collection in CSI compression from following aspects: 1) enhancement reference signal design; 2) assistance information collection, such as cell ID or zone ID or beam ID; 3) codebook enhancement for dataset delivery.

	Ericsson
	Proposal 5	Study data collection based on a high resolution (large number of basis vectors) beam-delay coefficient feedback and its associated basis vectors under the assumption of relaxed timeline and frequency for other purposes than CSI acquisition for immediate PDSCH scheduling.


	CATT
	Proposal 4: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS is used as the reference signal for obtaining data for training.
Proposal 8: For data collection for AI/ML model training, the collected CSI data has the same format as the input of CSI generation part.
Proposal 9: For AI/ML based CSI feedback, if the data for AI/ML model training is collected by the UE and transferred to network, study the quantization scheme for the collected CSI data.
Proposal 10: For reporting CSI data for AI/ML model training, study whether to reuse traditional CSI feedback framework, or introduce a new CSI feedback framework.
Proposal 11: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS resource is used for CSI acquisition.

	Intel
	Proposal 7:
•	Consider existing NR features as baseline for data collection (e.g. SRS, CSI-RS, CSI reporting)

	Xiaomi
	Proposal 7: The design of assistance ignaling for UE/Gnb’s data collection needs to consider the capability of UE and which entity implements performance monitoring.  

	Nokia
	Proposal 5: For data collection for two-sided model training, RAN1 shall further discuss the necessity of a remote server storing data set(s) to facilitate joint/separate training or model updates (due to data set changes). 

Proposal 6: For data collection for two-sided model training, RAN1 shall further investigate the data storage formats to understand the possibilities. 
•	The format of the stored data set may depend on whether the joint or separate (UE-side first or network-side first) training is applied. 

Proposal 7: For data collection for two-sided model training, RAN1 shall further investigate whether generalization issues can be handled by multiple trained models with different data sets, potential specification impact when identifying such models, and how to support switching of models. 

Proposal 8: For data collection for two-sided model training, RAN1 shall further investigate whether a stored data set can be updated over time, how to facilitate such data set updates such that updates are known at nodes associated with two-sided models, and model updates associated with the updated data sets. 


	NEC
	Proposal 2: Study the mechanism of obtaining RS specific or dedicated for data collection in model training, model monitoring and model update.

	Apple
	Proposal 4: Consider training assisted information in CSI-RS configuration for different training data set collection at UE side.

Proposal 5: For data set collection at the NW side, SRS based channel measurement is preferred.  

	NVIDIA
	Proposal 7: For AI/ML model training for CSI feedback enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance ignaling and procedure for training data collection.


	Qualcomm
	Observation 1:	For CSI compression using two-sided model, data can be collected from Ues by data collection entities using proprietary data collection mechanisms that do not require specification changes.
Observation 4:	The delivery and exchange of datasets for offline training can happen offline in a proprietary manner without involving the air-interface. The need for specification changes related to dataset delivery is unclear and requires justification.
Proposal 1:	For CSI compression using two-sided model, proprietary data collection mechanisms should be taken as the starting point.
Proposal 3:	While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Proposal 4:	Study assistance signaling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.

	CAICT
	Proposal 4: In order to support joint training of the two-sided model at Network-sided, original CSI information feedback from UE side to network should be considered.


  

Proposal 3-2-1 (closed):
In CSI compression using two-sided model use case, further discuss at least the following options for UE side data collection for AI/ML model training/validation/testing/fine-tuning:   
· Enhancement of CSI-RS design 
· Assistance information for UE data collection in forms of an ID 
· Signaling for triggering/configuring the data collection procedure

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.   

	 Google
	Can we add some examples for each sub-bullet？ For enhancement of CSI-RS, we think one example is to use precoded CSI-RS based on the most recent decompressed CSI. For the second-bullet, we do not know how such an ID can help.

	 NVIDIA
	 Support

	Ericsson
	To perform the study we need to evaluate and analyze the baseline, is current specification sufficient for the UE side data collection? Where are the problems? Can we enhance it? Here it seems some “solutions” are listed but its not clear what the problem with reusing legacy is?? Are we jumping to solutions without a problem?!!?

	 Lenovo
	We are fine with the second and third sub-bullets, however we do not support the first sub-bullet, as per the following conclusion which was reached in RAN1#110,
Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
We believe supporting the first sub-bullet is equivalent to CSI-RS config/overhead enhancements and should not be considered. It is OK to consider CSI-RS overhead in study, but not spec-based enhancements to CSI-RS signaling

	FUTUREWEI
	Bullets 1 and 3 are ok. We think bullet 2 needs some clarification on “forms of an ID” first.

	Intel
	Similar view as Ericsson. We think that existing NR features shall be considered for the data collection.  

	InterDigital
	Support the proposal

	CAICT
	Same view as FUTUREWEI.

	Panasonic
	On sub-bullet 1, not only enhancement of CSI-RS design, but also legacy CSI-RS design should be considered for the data collection.

	Vivo
	We think that more discussions on data collection are required as the views from the companies are relatively diverse now. In addition, it is too early to restrict the discussions of assistance information for UE data collection on certain forms of ID, especially when more clarifications are needed on what “forms of an ID” refer to. 

	CATT
	For the 1st bullet, we would like to study first if current CSI-RS is good enough. It can be considered only if the group found that current CSI-RS cannot serve the purpose of data collection for AI/ML-based approach.
For the 2nd bullet, clarification is needed. Does it mean ‘zone ID, scenario ID, and configuration ID’ proposed from Qualcomm?
Fine with the 3rd bullet.

	 OPPO
	For the first bullet, we have similar concerns with Ericsson. 
According to our understanding, the detailed design of the enhanced CSI-RS is beyond the scope of R18 AI research. We’d better identify and evaluate the problem first and then turn to the solution. So, as the first step, we can pay attention to (1) the requirements of model training/validation /testing/fine-tuning on data, e.g. the RS required for model training, and (2) whether the existing data, e.g. derived from current CSI-RS design, could meet the needs of model training/validation/testing/fine-tuning. And if not, the loss caused need to be evaluated. As for the RS enhancement and detailed design(if needed), these could be left to the MIMO section for subsequent studying. 
For the second bullet, we agree to the first part, which further discusses the assistance information of UE data collection, and suggest to remove the “in the form of ID” in this proposal. It is better to identify the assistance information required for UE data collection first, and then switch to how to describe the determined assistance information (if any). 

	ETRI
	We support.

	LG
	Regarding CSI-RS design, we share the view with Lenovo. 

	Huawei/HiSi
	If the intention of the ID is used for categorizing data samples, it should be noted that the ID information, if it is associated with physical meaning such as antenna mapping, beam shape, etc., it still has the issue of proprietary disclosure, as the UE side has to know the interpretation of the ID to the specific NW design of NW deployment. 
In addition, for training Type 2/3 or NW-dominant Type 1, there seems to be no need for data sample categorization at UE side, as the dataset can be delivered from NW to UE. 
In CSI compression using two-sided model use case, further discuss at least the following options for UE side data collection for AI/ML model training/validation/testing/fine-tuning:   
· Enhancement of CSI-RS design 
· FFS necessity of Assistance information for UE data collection in forms of an ID 
· Signaling for triggering/configuring the data collection procedure


	Xiaomi
	For the first bullet, we do not see the motivation of CSI-RS enhancement at this stage. At least the legacy design of CSI-RS can be regarded as a starting point. If we verify that the legacy design of CSI-RS cannot satisfy the requirement of AI/ML training, then, CSI-RS design enhancement can be considered.
For the second bullet, it can be further studied what is the assistance information for UE data collection. It is too early to provided ID as the assistance information.
For the third bullet, we are fine with it.

	Fujitsu
	Support.

	Nokia
	What is the CSI-RS design enhancement ? Any reasons why the existing CSI-RS is not feasible for this ?
Also, second bullet is not clear. 
We suggest following edits, 
In CSI compression using two-sided model use case, further discuss at least the following aspects options for UE side data collection for AI/ML model training/validation/testing/fine-tuning:   
· Enhancement of CSI-RS measurements/reporting design 
· Assistance information for UE data collection in forms of an ID 
· Signaling for triggering/configuring the data collection procedure

	Sony
	Could you clarify what is “forms of an ID” in second bullet?

	CMCC
	Bullet 1 and 3 are fine.
But for bullet 2, ”in forms of an ID” need clarification.

	ZTE
	For data collecton, we think the proposal may not need to distinguish NW-side and UE-side, which can reuse the wording in the agreement in agenda 9.2.3.2:
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
For the second bullet, we are not clear what forms of an ID mean, which needs further clarification.

	Samsung
	We agree with Google that some examples for each bullet are needed.  For example, at least a rough description of potential enhancements of CSI-RS design should be provided before we can agree on this proposal (e.g. legacy codebooks can support precoded CSI-RS without any spec impact).

	Qualcomm
	Support

	MediaTek
	Support the proposal.
For the first bullet, we don’t think legacy CSI-RS design can be used for AI data collection. But we agree with Ericsson that we first need to identify current issue or problem of legacy design.



Proposal 3-2-2 (closed):  
In CSI compression using two-sided model use case, further discuss at least the following potential specification impacts for NW side data collection for AI/ML model training/validation/testing/fine-tuning:   
· Enhancement of SRS and/or CSI-RS design 
· Dataset format/type, including codebook enhancement such as high resolution (large number of basis vectors) beam-delay coefficient feedback and its associated basis vectors. 
· The target CSI corresponding to a downlink measurement can be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
· Signaling for triggering/configuring the data collection procedure
· Note: the delivery and exchange of datasets for offline training can happen offline in a proprietary manner  

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	In our views, some training procedures do not require data collection at NW side. For example, data collection at UE side is sufficient for type 1 joint training. Hence, we prefer to discuss this proposal after the specific training procedure for CSI compression is determined, or change the proposal as follows:
In CSI compression using two-sided model use case, further discuss the necessity of NW side data collection and at least the following potential specification impacts for NW side data collection for AI/ML model training/validation/testing/fine-tuning:    

	 Google
	To assist NW side data collection, we think one possible way is to report uncompressed wideband channel eigen-vector. 

	 NVIDIA
	 Support

	Ericsson
	Support if the note is removed. Standardization is needed to receive datasets e.g. from many different UE vendors. If these doesn’t have a standardized format it will impossible to use this data in parallel at the NW side. 

	 Lenovo
	Similar to Proposal 3-2-1, we do not support the first sub-bullet, as per the conclusion not to study CSI-RS/SRS enhancements. It is OK to consider CSI-RS/SRS overhead in study, but not spec-based enhancements to CSI-RS/SRS signaling 

	 FUTUREWEI
	The first and 3rd bullets are ok. For the 2nd bullet, the details of the content in the dataset needs further discussion. We suggest using wording like “Dataset format/type and contents in the dataset”. The rests like basis vectors can be noted as examples.

	Intel
	We are fine with the second bullet (i.e. higher resolution codebook). 

	InterDigital
	Support the proposal

	CAICT
	Support

	AT&T
	Support

	vivo
	We are supportive of the proposal in principle. Maybe we can analyze the options for NW side data collection based on training collaboration types.

	CATT
	Similar to the previous answer: the 1st bullet can be considered only if current SRS/CSI-RS cannot work well.
OK with the 2nd and 3rd bullet.

	OPPO
	According to our understanding, the detailed design of the enhanced SRS and/or CSI-RS in the first bullet, as well as the codebook enhancement included in the second bullet, are beyond the scope of R18 AI research. 
We can evaluate whether the existing data and feedback mechanisms could meet the requirements of model training/validation/testing/fine-tuning. If not, the loss caused need to be analyzed. But detailed design on RS and/or feedback mechanisms (e.g. high resolution  beam-delay coefficient feedback if needed) can be left to the MIMO section for subsequent SI/WI.

	LG
	For SRS/CSI-RS design, we don’t support similar to previous proposal. 

	Huawei/HiSi
	For training Type2/3 or NW-dominant Type 1, it is clearly necessary for NW to obtain the high-resolution dataset reported from UE to better match the network scenario and enable the flexible NW training. Therefore, the note of the offline exchange should be removed.
For the 1st bullet, we think the motivation of the enhancement is to improve the data sample accuracy, e.g., by setting a higher power to the CSI-RS for training so that the DL measured channel labels are more accurate – a good quality of labels is critical to the AI performance.
For the 2nd bullet, it is too detailed at the moment. We can simply say the UE report of ground-truth CSI.
In CSI compression using two-sided model use case, further discuss at least the following potential specification impacts for NW side data collection for AI/ML model training/validation/testing/fine-tuning:   
· Enhancement of SRS and/or CSI-RS design 
· Signaling/procedure for the UE report of the ground-truth CSI, e.g., dataset format/type, high resolution data samples, etc.
· Dataset format/type, including codebook enhancement such as high resolution (large number of basis vectors) beam-delay coefficient feedback and its associated basis vectors. 
· The target CSI corresponding to a downlink measurement can be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
· Signaling for triggering/configuring the data collection procedure
· Note: the delivery and exchange of datasets for offline training can happen offline in a proprietary manner  


	Xiaomi
	For the first bullet, similar comments to Prpospal3-2-1, it is too early to discuss SRS/ CSI-RS enhancement at this stage, and the motivation of SRS/CSI-RS enhancement has not been clarified. 
For the second bullet and the third bullet, we are fine with it.

	Fujitsu
	Support.

	Nokia
	We have following suggestion, 
In CSI compression using two-sided model use case, further discuss at least the following potential specification impacts for NW side data collection for AI/ML model training/validation/testing/fine-tuning:   
· Enhancement of SRS and/or CSI-RS design measurement/reporting
· Dataset format/type, including codebook enhancement such as high resolution (large number of basis vectors) beam-delay coefficient feedback and its associated basis vectors. 
· The target CSI corresponding to a downlink measurement can be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
· Signaling for triggering/configuring the data collection procedure
· Note: the delivery and exchange of datasets for offline training can happen offline in a proprietary manner  


	Sony
	Support

	CMCC
	Support.

	ZTE
	For data collecton, we think the proposal may not need to distinguish NW-side and UE-side, which can reuse the wording in the agreement in agenda 9.2.3.2:
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

	Samsung
	Again, we believe that some examples for each bullet are needed.  For example, at least a rough description of potential enhancements of CSI-RS design should be provided before we can agree on this proposal (e.g. legacy codebooks can support precoded CSI-RS without any spec impact).

	Qualcomm
	Agree with the change suggested by NTT DOCOMO on the necessity of NW side data collection.

	MediaTek
	Support



Inference related spec impact
Following table summarize company’s proposals related to inferencing  
	 Huawei
	Proposal 10: Study the potential specification impact for the input of CSI generation part including input type/dimension/configuration and the potential pre-processing of the input. 
Proposal 11: For the study of the potential specification impact of CQI determination for AI/ML-based CSI compression, CQI compensation based on some assistance of Network indication can be considered as a candidate solution.
Proposal 12: For the CSI report of AI/ML-based CSI compression, legacy RI report procedure can be reused as a starting point.
Proposal 13: In CSI compression using two-sided model use case, further study potential specification impact on the quantization/dequantization method for the compressed CSI, e.g.,
• Alignment of the quantization/dequantization method between Network and UE
• Configuration/updating of the quantization dictionary

	ZTE
	Proposal 2: For spatial-frequency domain CSI compression using two-sided AI model, the following options for different types of AI/ML model input/output need to be further studied and evaluated at least.
▪ Option 1: The input of CSI generation model is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
▪ Option 2: The input of CSI generation model is a precoding matrix which is obtained by pre-processing from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors
· Option 2b: The precoding matrix is an eType II-like PMI.

Proposal 8: For model inference operation, further study
•	Data required for model input, e.g.,reference signal configurations and assistance information delivery
•	Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
•	Inference latency, e.g., the relationship between inference latency and CSI reference resource

	Spreadtrum communications
	Proposal 4: The type of the input of CSI generation model or the output of CSI reconstruction model should be exchanged between UE and NW.
Proposal 5: CQI/RI still should be included in the CSI report with the assumption of ideal eigenvector(s) as the PMI.
Proposal 6: At least, the size of the output of CSI generation model w/ or w/o quantization should be known for Gnb in some way.

	Vivo
	Observation 9:	Legacy RI reporting mechanism can be reused for AI/ML based CSI compression.
Observation 10:	If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
Proposal 7:	Study the potential specification impacts for configuration and content of output for CSI generation part and/or input for CSI reconstruction part.
Proposal 8:	Study the potential specification impacts for the alignment of pre-processing approaches for CSI reconstruction part and post-processing approaches for CSI generation part.
Proposal 9:	Study how UE calculate CQI matched with the reported PMI in the case that UE does not know the reported precoder.
Proposal 10:	Study the potential specification impacts for the alignment of quantization/dequantization method in CSI compression.

	Ericsson
	Observation 3	Knowing the explicit channel in beam-delay subspace together with removal of insignificant beams and/or delays, only results in a minor loss compared to knowing the full explicit channel in antenna-frequency domain, while at the same time greatly reduces the dimensions of the features.
Observation 4	Knowing the eigenvector-based precoding vectors in beam-delay subspace together with removal of insignificant beams and/or delays, only results in a minor loss compared to knowing the true eigenvectors, while at the same time greatly reduces the dimensions of the features.
Observation 5	A pre-processing tailored for the dominant features of the channel, e.g., transforming a channel to beam-delay domain, possibly with beam and/or delay reduction, can greatly reduce the complexity of an AI/ML model, and improve AI/ML model scalability and generalizability.
Proposal 4	Given that the interpretation on the model output at the network side is standardized, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.
Proposal 6	Define and study quantization methods for AI-ML CSI, including at least the following options:
-	Option 1a: Quantization non-aware training with scalar quantization
-	Option 1b: Quantization non-aware training with  vector quantization
-	Option 2a: Quantization-aware training with scalar quantization
-	Option 2b: Quantization-aware training with vector quantization
Proposal 7	The study on quantization may include the possible value ranges for bit quantization, and mechanisms in aligning the quantization codebook.


	China Telecom
	Observation 2: We need further clarification what aspects should be specified or studied for CSI generation model input. E.g, type/dimension/configuration and potential pre-processing and so on, or ignaling to indicate the CSI generation model input type to Gnb.
Proposal 6: Further study the potential specification impact for CSI generation model input.
Proposal 7: A new CSI feedback design needs to be standardized.

	Google
	Proposal 2: The input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 3: The output of CSI compression should be the compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: The CSI report for CSI compression should comprise the beam index(es) for W1 selection and compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 5: The study of the report of compressed CSI should be based on Rel-15 CSI report mechanism, where the CSI is reported in a single part in short PUCCH, and the CSI can be reported in two parts in long PUCCH and PUSCH.
Proposal 6: Study the priority rule for AI/ML based CSI report and non-AI/ML based CSI report with regard to CSI collision handling and CSI omission.
Proposal 8: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio.

	LG Electronics
	Proposal #5: For CQI and/or RI determination of two-sided AI/ML based Spatial-Frequency CSI compression, consider following options.
•	Opt 1. Trigger another non-A/ML based CSI report 
•	Opt 2. Report new CSI contents instead of CQI and/or RI
•	Opt 3. Allow UE to have AI/ML model information for decoder

	CATT
	Proposal 17: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook based CSI feedback can be reused.
Proposal 18: For AI/ML based PMI feedback, the overheads of PMI feedback for rank 3 and rank 4 are expected to be comparable to rank 2.
Proposal 19: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 20: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
	Option 1: The CQI is calculated based on the reconstructed precoder (i.e. the output of the CSI reconstruction part);
	Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
Proposal 21: Study whether the quantizer and dequantizer are inside the AI/ML model.
Proposal 22: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.

	Intel
	Proposal 6:
Consider the following assumptions at least for inference operation
•	Trained encoder is not required at the network side for network operation
•	Trained decoder may be required at the UE side for accurate CQI calculation
Proposal 8:
•	The dimensions of the input are defined by parameters similar to parameters L/M parameters for Enhanced Type II PMI codebook (considering that input corresponds to the neural network input after pre-processing)
Proposal 9: 
It is expected that AI/ML model is trained assuming a particular pre/post processing
•	If an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
•	Pre/post-processing may include at least linear transforms (DFT across different dimensions), downselection of matrix elements and normalization
Proposal 10:
Assumptions for CQI determination (e.g. applied precoding matrix) shall be defined in specification to avoid ambiguity at the Gnb side
-	If trained decoder is known at the UE side, output precoding matrix can be used at the UE for accurate CQI calculation
-	If trained decoder is not known at the UE side, approximation of precoding matrix can be used (e.g. based on Type I PMI codebook)

	Sony
	Proposal 4: RAN1 should study whether the encoded CSI feedback is treated as new PMI type or new CSI feedback information.

	Lenovo
	Proposal 12	Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework
Proposal 13	Study potential CSI feedback report content for AI-based CSI feedback under different network-UE collaboration levels
Proposal 14	Defer the discussion on the remaining aspects of CSI compression including model input, channel normalization, quantization/dequantization, performance monitoring and model LCM  until further progress is made on candidate AI/ML-based CSI compression scheme designs in agenda 9.2.2.1

	Panasonic
	Proposal 2: For each option of training collaboration, configuration and content for CSI report should be studied.
Proposal 3: For each option of training collaboration, handling of rank of AI/ML model should studied.

	Xiaomi
	Proposal 9:  The eigenvector of channel as the input of AI/ML-based CSI generation part should be as a starting point.
Proposal 10: The eigenvector of channel as the output of AI/M-based CSI reconstruction part should be as a starting point.
Proposal 12: The following two alternatives can be considered to determine RI and CQI：
―	Alt 1: RI, PMI and CQI are jointly calculated
―	Alt 2: RI, PMI and CQI are separately calculated through two stages.
Note: PMI is the inferred eigenvector by AI/ML-based CSI reconstruction part.

	CMCC
	Proposal 10: For CSI compression using two-sided model use case, the enhancement on CQI calculation can be studied to improve the reliability or robustness of CQI information.

	MediaTek
	Proposal 2: Discuss spec impact for model input (encoder/decoder input) and pre-processing according to different training collaboration.
Proposal 4: Study potential spec impact on quantization for CSI compression with auto-encoder focusing on the followings
•	Uniform vs Non-uniform quantization
•	Scalar vs Vector quantization
•	Derivable (approximated) quantization
•	Gradient passing
•	Learnable quantization offset

	Apple
	Proposal 6: For PMI based CSI compression where the UE calculate and feedback RI/PMI, RI determination can reuse traditional method. 

Proposal 7: For CSI compression where full channel information is feedback, the Gnb will determine RI and corresponding PMI.  

Proposal 8: For CSI compression where full channel information is feedback, the UE calculate and report an open loop CQI for inference level report. 

Proposal 9: For eigen-vector based CSI compression, the UE calculate CQI assuming unquantized precoders, if UE is not capable of decoder inferencing and/or AI decoder model is not available at the UE.  

Proposal 10: For eigen-vector based CSI compression, the UE determine which AI model to use and include the model ID as part of the CSI report. The NW can config a list of NN IDs via RRC configuration.  

Proposal 11: At least for training collaboration type 1 where CSI generation/reconstruction model are trained at the NW size and delivered to the UE, input to the AI encoder including potential pre-processing needs to be signalled.
Proposal 12: At least for training collaboration type 3, the quantization method used in CSI generation model and CSI reconstruction model needs to be specified.  

	NVIDIA
	Proposal 10: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 11: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model inference output and post-processing.

	Interdigital
	Observation 1: 	To support CSI compression in different deployment scenarios and channels, the AI/ML model can be complex.
Proposal 4: 		Study the use of pre-processing in the frequency, spatial and angle-delay domains as means to reduce the AI/ML model complexity.
Observation 2:	Support of multiple pre-processor types in different domains affects the content of the feedback report and therefore has standardization impacts.
Proposal 5:		Study selection and reporting of pre-processor type.
Proposal 6:		Study means to enable compressed indication of highly granular subband-level CQI.
Proposal 7:		Study specification impacts of CSI compression using AI/ML including: AI/ML model training and validation, AI/ML model selection at the UE, and new CSI reporting mechanisms.

	Samsung
	Proposal 2-1: For CSI compression, study signaling requirements, input/output requirements and CSI configurations.
Proposal 2-7: Study performance impact of calculating CQI at UE using the input to its encoder (compared to CQI calculation that uses output of decoder at Gnb).

	NTT Docomo
	Observation 5: CQI enhancements might be necessary so that CQI calculation is applicable to the CSI compression. 
Observation 6: If the offline multi-vendor agreement is assumed for the model delivery of two-sided models, the input of encoder, output of decoder, and pre/post-processing can be known between UE side and NW side outside 3gpp
Observation 7: Pre-/post-processing can be views as one of model inference process, which is implementation specific as AI algorithm and model.
Observation 8: The mechanisms in CSI reports, such as determination mechanisms on reported UCI bits and how to report encoded bits, could be specification impacts.
Proposal 3: Study the potential specification impacts according to each CSI type for input/output. 
Proposal 4: It is not necessary to specify input of encoder, output of decoder and pre/post processing in the specification, unless some technical issues are observed.

	Qualcomm
	Observation 9:	Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
Observation 10:	In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear.
Observation 11:	Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
Proposal 2:	For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
Proposal 6:	The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
Proposal 7:	Preprocessing at UE-side is upto UE-implementation and should not be specified.
Proposal 8:	For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified.
Proposal 9:	The discussion on specification impact on input/output of CSI encoder/decoder and CSI report configuration is independent of training collaborations.

	TCL communication
	Proposal 5: The standard impacts, especially the quantization during model training, need to be studied.



On CSI report, the potential specification impact on CSI generation model output including size/configuration and/or potential post processing, CQI and RI are identified. The following proposals summarize the related discussion in each part of CSI report.   
CSI generation model output: 
CSI generation model output size/configuration depends on AI model design. R1-2208728 has a summary of options for AI model design/inferencing options. Based on the list in R1-2208728 and other submissions/proposals, the following alternatives for model design/inferencing options are listed:   
· Alt 1: Rank common: one AI model per configuration for all ranks.
· Alt 2: Rank specific: four AI models per configuration are trained, one for each rank.  RI selection is outside of AI model.
· Alt 3: Layer common and rank independent: one AI model to be used for all layers per configuration.    
· Alt 4: Layer specific and rank independent  
· Alt 5: Layer common and rank dependent: one AI model to be used for all layers. 
· Alt 5.1: Four AI models, one layer model per rank can be trained. 
· Alt 5.2: Different layer can choose different model based on layer output size (i.e., layer 1 may have higher number of output bits than layer 4).  
· Alt 6: Layer specific and rank dependent  
Some of the alternatives have the same UCI content, and some requires additional field. The following proposal summarize the alternatives, based on CQI, RI, latent space payload indicator field, and latent space info. Option 1 corresponds to Alt 1, option 2 corresponds to Alt 2 and Alt 3, option 3 signals Alt 4, 5, 6.      
Proposal 3-3-1 (closed): 
In CSI compression using two-sided model use case, further study the following options for CSI report content: 
· Option 1: CQI, latent space payload indicator (e.g., model ID), and latent space info (RI is part of latent space info). 
· Option 2: CQI, RI, latent space payload indicator (e.g., model ID), and latent space info  
· Option 3: CQI, RI, latent space payload indicator per layer (e.g., multiple model IDs), and latent space info 
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	We do not support the framework where model ID is determined by UE. NW should control which model should be activated/deactivated according to many aspects in NW operations. For example, the CSI reporting overhead and reconstructed CSI accuracy are in trade-off relation. The NW should be able to balance them by deciding the model ID based on the traffic and necessity of accurate CSI. Hence, we suggest deleting “latent space payload indicator” in all Options.

	 Google
	To clarify, does “latent space info” mean the AI/ML compressed precoder? Why does UE need to report model ID? Does UE need to try several hypotheses with different models? How can UE determine which model is the best?

	NVIDIA
	The meaning “latent space payload indicator/info” should be clarified first.

	Ericsson
	Too early to categorize into Option 1,2,3. It is unclear if CQI and RI should be reported (e.g. it’s not reported for explicit/raw channel feedback). More discussion and definition of latent space information carried in UCI is needed. 

	 Lenovo
	In legacy PMI codebook design (mainly Rel-16 eType-II CB and Rel-17 FeType-II CB), the CSI feedback is designed such that the maximum payload for Rank 2-4 is the same, for a more stable design and efficient allocation of the UCI overhead. We believe the AI/ML-based CB design should strive to ensure the same design aspect is met. Also, we prefer to discuss the proposal in the form of the 6 alternatives proposed above for better clarity and more detailed description.  

	FUTUREWEI
	We think it’s a bit early for this proposal as CQI/RI is still being discussed and latent space information should be clarified and agreed.

	Intel
	We prefer to use legacy framework (i.e. RI, PMI, CQI). Introduction of other indicators shall be justified. 

	Vivo
	We agree with the comments from Ericsson and FUTUREWEI. It is too early to give options for CSI report content now. Maybe these options can be a starting point for the following discussions. Besides, “latent space payload indicator” and “latent space info” needs to be defined in the proposal.

	CATT
	FL’s proposal may be a good guidance in the future, but we prefer to have sufficient study of the 6 alternatives first (feasibility, pros and cons, and so on). Importantly, as mentioned in our tdoc and also Lenovo, some legacy rule in NR should be taken into consideration, e.g similar maximum payload for Rank 2, 3 and 4.

	OPPO
	According to our understanding, the latent space payload indicator may not be needed in some cases. For example, if the model is configured/indicated from Gnb side to UE side, Gnb knows which model is used by the UE, so no additional indication (such as model ID) is required.
And we also share the similar view with FUTUREWEI that it’s a bit early for this proposal as CQI/RI is still being discussed and latent space information should be clarified and agreed

	ETRI
	In our view, we need to clarify what latent space info is.

	LG
	Agree with Ericsson.  

	Huawei/HiSi
	It is not clear why the CSI feedback information needs to include the model ID? Better to clarify in advance.

	Xiaomi
	Model ID can be removed since UE may not report it.
Latent space info should be clarified. If it is the codeword outputted by encoder, we prefer to naming it as PMI as used in current NR spec. 

	Fujitsu
	The notions of latent space payload indicator (e.g., model ID) and latent space info are unclear to us, thus need to be clarified.

	Nokia
	Not sure what is refer as model ID in the CSI feedback. 
Also, the options should use CQI, RI, Compressed CSI like terminology than using latent space.   

	Sony
	We share Ericsson’s view.

	CMCC
	Not clear on the meaning of “latent space info”.

	ZTE
	We are not clear about “latent space payload indicator” and suggest the wording “latent space payload indicator(e.g., model ID)” for FFS. Also, we think if there is only one model, model ID is not necessary. In addition, we suggest adding a new bullet as:
Option 4: CSI report contents not including CQI  
Since the output of AI-based CSI generation model is not legacy PMI anymore, the CQI calculation is not available and UE may not feed back CQI in the CSI report. Then, NW side may adjust and control via some metrics, e.g., NACK ratio, etc..    

	Samsung
	We agree with other companies that the terms “latent space payload indicator” and “latent space info” are confusing, mainly since they haven’t been defined yet.

	Qualcomm
	It is too early to categorize this way. Adding such restrictions on the content of the report may limit performance, and more evaluations and discussion are needed.

	MediaTek
	Prefer to defer this discussion.



CQI determination has been identified for further studies. The following proposal summarize different alternatives for CQI determination. 
Proposal 3-3-2 (closed): 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report.  
· CQI is calculated based on ideal eigenvector 
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI compensation based on some assistance of network indication
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Can we add the following options?
・CQI is calculated based on the CSI from the UE CSI-RS measurements used for the corresponding input calculation. 
・CQI is calculated based on the expected CSI reconstruction output derived from the monitored performance and/or UE CSI-RS measurements used for the corresponding input calculation.

	 Google
	In our view, CQI calculation should be transparent, which is up to UE implementation.

	NVIDIA
	Suggest adding a bullet “Other options are not precluded” to be more inclusive at this exploration stage.

	Ericsson
	Suggest adding a bullet “CQI is not configured to be included in CSI report” (for the explicit channel /raw channel reporting without CQI and RI, i.e. similar CSI acquisition as SRS/reciprocity based where CQI and RI are obtained by other means). 

	 Lenovo
	Since CQI is calculated based on PMI, we prefer to defer this discussion until more clarity of PMI design is available   

	Intel
	In our view this proposal is too detailed for the study item. There is no need to collect all the required options and compare the performance. It is enough to compare ideal alignment of the reconstructed precoder and precoder for CQI and any other option (up to company) to see if there is an issue.

	InterDigital
	Agree with few other companies that it is too early to close the door for other options. As suggested by NVIDIA, we can add the bullet “Other options are not precluded”.

	CAICT
	Similar discussion is happening in 9.2.2.1 and we can defer the details of CQI till some conclusions is achieved. 

	Vivo
	Support the proposal in principle. And we also agree with Intel that we should control the time spent on the discussion of this issue, as there are quite a few options while our time in this SI is limited.

	CATT
	OK and fine to make the proposal more inclusive.

	OPPO
	We prefer to keep this discussion open and collect more views.

	ETRI
	Same comment with NVIDIA. We don’t need to preclude other options at this moment.

	LG
	Ok for the proposal. But, it is also ok to defer this discussion. 

	Huawei/HiSi
	May be we can categorize from the 5 Options into 3 types from the perspective of how UE calculates the CQI. For traditional codebook, it is not clear whether the CQI accuracy improvement is needed or not.
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report.  
· Option 1: UE calculates the CQI based on the UE measured channel/eigenvectors, with potential CQI accuracy improvement
· CQI compensation based on some assistance of network indication
· UE calculates CQI based on a reconstructed precoder/eigenvector
· Option 2: CQI is calculated based on traditional codebook
· Option 3: UE calculates the CQI based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference

	Xiaomi
	We support the proposal. 

	Nokia
	We are ok with the changes suggested by HW. 

	Sony
	We share Lenovo’s view.

	ZTE
	For the 1st bullet, it is better to reword as CQI is calculated based on ideal eigenvector the input of  CSI generation model
Additionally, we suggest adding a new bullet as:
· CSI report contents not including CQI  
Since the output of AI-based CSI generation model is not legacy PMI anymore, the CQI calculation is not available and UE may not feed back CQI in the CSI report. Then, NW side may adjust and control via some metrics, e.g., NACK ratio, etc..    

	Samsung
	As noted in our Proposal 2-7, we are interested in the performance comparison between the options in the first two bullets (where the option in the second bullet is an upper bound).

	Qualcomm
	For the first item, we suggest to use the term ‘target CSI’ instead of ‘ideal eigenvector’.
We also suggest to add “Other options are not precluded”, as it is too early to restrict options to study.



The proposal is updated based on feedback.  
Proposal 3-3-2(v1, closed): 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report.  
· CQI is calculated based on target CSI
· CQI is calculated based on target CSI with potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· CSI report contents not including CQI  
· Other options are not precluded
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.   

	 Huawei/HiSi
	For “target CSI”, it does not say where this “target CSI” is from. In our understanding, the intention of the 1st and 2nd bullet is, the “target CSI” is the original CSI measured by UE, i.e., the input of the CSI generation part. So add a clarification as
· CQI is calculated based on target CSI (i.e., CSI measured by UE)
· CQI is calculated based on target CSI with potential adjustment 

	CAICT
	We are fine with the proposal in principle. 

	 CATT
	Since the main bullet is about ‘for CQI determination’, the new bullet of ‘CSI report contents not including CQI’ seems irrelevant to this proposal. 
By reading ZTE’s comments, does it mean ‘CQI determination is up to network implementation without UE’s CQI feedback’?

	FUTUREWEI
	We agree with Huawei/HiSi that “target CSI” needs clarification.

	CMCC
	OK with HW’s version. A clarification of target CSI is needed.

	MediaTek
	Fine to study multiple options. But, why do we need this bullet “CQI is calculated based on traditional codebook”? Is it a kind of baseline? Does UE need to calculate traditional codebook to obtain CQI even if UE is using AI based CSI compression?

	NVIDIA
	Fine with the proposal.

	Ericsson
	Ok in principle but prefer to change the main bullet to 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report (if CQI in CSI report is configured).  
Unclear what target CSI refers to during inference. Isn’t target CSI only used during training phase? 

	InterDigital
	Ok with the proposal

	Lenovo
	Do not support. CQI is supposed to be calculated based on PMI and RI (Precoding matrix design and corresponding rank). We do not need to discuss specifics of CQI measurement and/or reporting until we converge on a CSI feedback approach, e.g., whether explicit CSI (channel coefficients or implicit CSI (in terms of a PMI) are reported. There is no need to debate on that before agreeing on the CSI feedback type that is reported 

	Samsung
	Support

	LG
	Support

	ETRI
	We need to clarify what “target CSI” is. Is it the measured CSI at the UE?

	Qualcomm
	We are fine with the proposal overall, but the item about “CSI report contents not including CQI” is not clear, since the proposal is about “CQI determination in CSI report”.

	ZTE
	We are still unclear what target CSI refers to during inference. It needs to be clarified what target CSI includes in detail. For example, whether target CSI equals to the CSI generation part input?

	OPPO
	Clarification for target CSI is needed and suggest to add a FFS on it.

	Xiaomi
	Similar view with other companies. The target CSI should be clarified. The bullet “CQI determination in CSI report” is not clear and can be removed.



Response to comments above:
Comments on target CSI: this is the CSI in UE side, for example, the ideal eigenvectors. For AI models where eigen vector is the CSI generation part input, target CSI and CSI generation input is the same. There were comments in previous meeting that the AI input can be channel and AI output is eigen-vector. In this case, target CSI is not the generation model input, rather than the target AI model is optimized for. 
The CSI reconstruction model output is the output CSI. 
Regarding comments on complexity, yes, the options are list of options for study. 
The proposal is updated based on feedback.   
Proposal 3-3-2(v2 closed): 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· CQI is calculated based on target CSI (i.e., CSI measured by UE)
· CQI is calculated based on target CSI with potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· CSI report contents not including CQI  
· Other options are not precluded
Please provide your view below:
	Company
	View

	NTT DOCOMO
	Support the principle of this proposal. However, since target CSI is captured only in the agreements of intermediate KPI calculation until now, target CSI should be clarified with the following note.
Note: target CSI is CSI which AI/ML model is trained to output as an inference result.

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	ETRI
	We agree.

	OPPO
	Clarification for target CSI is needed. 
Not sure the target CSI is the CSI measured by UE as captured in this proposal  or the target CSI from ideal channel that have been used and agreed in 9.2.2.1


	CATT
	Although we are fine in principle, like OPPO, we want to ask FL a general clarification question to ensure we are on the same page. Is the following feature correct regarding the terms you used?
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Aligned the terms used between 9.2.2.1 and 9.2.2.2 is preferred.

	CAICT
	Fine with the proposal.

	Xiaomi
	Support the proposal, and target CSI should be firstly clarified. E.g., target CSI is ideal eigenvector of channel measured by UE. 

	CMCC
	Support in principle.

	Ericsson
	Support

	Huawei/HiSi
	Support in principle. As target CSI still causes some misunderstanding, maybe we directly name it as target CSI (i.e., CSI measured by UE)

	FUTUREWEI
	We agree with OPPO, Xiaomi and Huawei/HiSi that “target CSI” wording may be confusing and needs clarification.

	Nokia
	Support.  We agree that target CSI needs clarification and should be based on the CSI-RS measurements performed by the UE.

	InterDigital
	Ok

	Lenovo
	Do not support. In legacy CSI reporting setting, CQI is calculated based on PMI and RI (Precoding matrix design and corresponding rank). We do not need to discuss specifics of CQI measurement and/or reporting until we converge on a CSI feedback approach, e.g., whether explicit CSI (channel coefficients or implicit CSI (in terms of a PMI) are reported. There is no need to debate/study that before agreeing on the CSI feedback framework that are to be endorsed

	Samsung
	Support

	MediaTek
	We support the proposal in principle. Since we didn’t get an answer for this question from FL. I am just repeating it. 
Why do we need this bullet “CQI is calculated based on traditional codebook”? Is it a kind of baseline? Does UE need to calculate traditional codebook to obtain CQI even if UE is using AI based CSI compression?

	Sony
	We share the DOCOMO and OPPO’s view. “target CSI” should be clarified in proposal.

	Qualcomm
	Support

	AT&T
	Support



Response to comments above:
Several questions on terminology. Here is the term. 
[image: ]

Target CSI is calculated based on measured data. In example of eigen-vector based CSI compression, the target CSI is ideal eigen vector calculated from UE side measured channel. In special case where no pre-processing is used, input CSI is eigen-vector calculated from CSI-RS measurement, then target CSI is the same as input CSI.  

Proposal 3-3-2(v3): 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· CQI is calculated based on target CSI (i.e., CSI measured by UE)
· CQI is calculated based on target CSI with potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· CSI report contents not including CQI  
· Other options are not precluded
· Note: target CSI is the ideal eigen-vector when output CSI type is precoder matrix  
	Company
	View

	OPPO
	We do not think the target CSI is the ideal eigen-vector when output CSI type is precoder matrix. 
The definition for ideal eigen-vector is unclear. Is it an eigen-vector that calculated from the ideal channel estimation? Is so, seems it is hard for a UE to derive the ideal eigen-vector during CQI calculation and CSI report procedure. 
For the first 2 bullets, we think the target CSI should be the CSI from the realistic channel estimation. And to avoid inconsistent definition for “target CSI” in different sections, we suggest rewording the first two proposals as:
· CQI is calculated based on CSI from the realistic channel estimation
· CQI is calculated based on CSI from the realistic channel estimation with potential adjustment 

	CAICT
	We are fine with the proposal. We agree OPPO’s observation that even though ideal eigen-vector is easy to achieve in EVM, in real deployment, the target CSI should be from realistic channel estimation.

	Huawei/HiSi
	The key point of the 1st and 2nd bullet is that the CQI is calculated based on the input of the CSI generation part (rather than CSI reconstruction part recovery CSI as in the 3rd bullet), including either the input of the AI/ML model or the input of the pre-processing. We think using “UE measured CSI” is more accurate? It can include both the raw channel matrix and eigenvectors, which are both based on realistic channel estimation by UE. It can also include the cases of both the CSI is before preprocessing and after processing.
As in 9.2.2.1, “target CSI” means the CSI of ideal channel estimation, it may be a bit confused if directly reused here, since for inference, every CSI is based on realistic channel estimation.

	NTT DOCOMO
	Share the same view with HW.

	vivo
	We are fine with the proposal.

	Spreadtrum
	Share the same view Huawei about the clarification on target CSI.

	Xiaomi
	We are fine with the proposal and agree with the rewording given by OPPO.

	CATT
	Thanks FL for the clarification on the terminology.
Regarding ‘target CSI’, we do feel a bit concern as OPPO and HW. If not mistaken on the usage and acquisition of target CSI, we prefer HW’s version.

	CMCC
	Agree with Huawei on “target CSI”.

	ETRI
	We have a similar view with HW and think ‘UE measured CSI’ is more clear. 

	ZTE
	We have similar view with HW and we think target CSI may be ambiguous and “UE measured CSI” may be more appropriate, since it may include both raw channel matrix and eigenvectors. Whether UE measured CSI is the input of the AI/ML model or the input of the pre-processing can be FFS. So we suggest rewording as:
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· CQI is calculated based on target CSI UE measured CSI
· FFS:  Whether UE measured CSI is the input of the AI/ML model or the input of the pre-processing
· CQI is calculated based on target CSI UE measured CSI with potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  

	FUTUREWEI
	We agree with Huawei’s view on using “UE measured CSI” would be better and the note should be updated as well.

	Nokia/NSB
	Support

	InterDigital
	Ok

	Lenovo
	We are fine with the proposal for the sake of progress. However, there needs to be a note added to the potential agreement that CQI is not discussed until more clarity is available on underlying AI/ML model, as well as the format of target CSI, as follows
Note: CQI determination/reporting will not be discussed until more detail is available on underlying AI/ML model and/or target CSI format

	Samsung
	Support

	AT&T
	Support

	Qualcomm
	For the newly added note, instead of saying eigen-vector, we prefer the following wording: “Note: Target CSI is the output CSI that the gNB would receive under perfect feedback”. 
In our understanding: 
'Target CSI' is the CSI that the gNB is supposed to receive if the CSI feedback is perfect. 
For ML-based scheme, the target CSI could be used as the ground truth during training. For example, it could be the preferred precoding vectors that the UE wants the gNB to use.
'Output CSI' is the actual final CSI that the gNB receives using a specific CSI feedback scheme, after fully processing the CSI feedback message. 
For ML-based scheme, 'output CSI' is the final output after applying any post-processing to the CSI reconstruction model output, if applicable.
The target CSI is thus the desired or perfect version of the output CSI. 
Please also refer to the diagram in our contribution R1-2209977:
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	Sony
	Share Huawei’s view. “UE measured CSI” might be more accurate.

	LG
	Support






RI determination:	
Proposal 3-3-3 (closed): 
In CSI compression using two-sided model use case, legacy RI report procedure can be reused as a starting point.
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.   

	 Google
	Support in principle. Legacy CSI report procedure should anyway be the starting point for further enhancement. 

	MediaTek
	Support

	 NVIDIA
	 Support

	Ericsson
	It is not agreed to use RI reporting, but just to study RI determination. Suggest to add “, when RI is configured to be reported” 

	 Lenovo
	 Support. OK with Ericsson’s suggestion to add “is configured to be reported” 

	 FUTUREWEI
	We are ok with the proposal.

	Intel
	Support

	InterDigital
	It is unclear how the RI report is used together with compressed CSI. It is better to keep it open for study.

	CAICT
	Support

	Panasonic
	We support the proposal.

	vivo
	Support the proposal.

	CATT
	Generally OK with the proposal. As also reminded by Ericsson, there is difference between ‘RI determination’ and ‘RI report’.

	OPPO
	Support the proposal.   

	ETRI
	We support the proposal.

	LG
	It can be discussed with CQI determination together.  

	Huawei/HiSi
	OK

	Xiaomi
	Agree with LG, CQI and RI can be discussed together.

	Fujitsu
	We share a similar view to that of InterDigital.

	Nokia
	Ok with E/// suggestion. 

	Sony
	Support

	CMCC
	Support.

	ZTE
	We are fine with the proposal.

	Qualcomm
	We prefer to keep this open, as further study is needed.




Proposal 3-3-3(v1 closed): 
In CSI compression using two-sided model use case, when RI is configured to be reported, legacy RI report procedure can be reused as a starting point. 
· Further enhancements are not precluded

Please provide your view below:
	Company
	View

	 NTT DOXOMO
	Support the proposal.   

	 Huawei/HiSi		
	OK with proposal

	CAICT
	Support

	 CATT
	 Fine with the proposal.

	FUTUREWEI
	We are ok with the updated version.

	CMCC
	Support.

	MediaTek
	Support

	NVIDIA
	Fine with the proposal.

	Ericsson
	Support

	InterDigital
	Same view as the previous question. I will copy/paste here:
It is unclear how the RI report is used together with compressed CSI. It is better to keep it open for study.

	Lenovo
	Support

	LG
	Agree with InterDigital.

	ETRI
	We support.

	Qualcomm
	Since further study is needed, the need to agree on RI report procedure at this point is not clear.

	ZTE
	OK with proposal

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	OPPO
	Support.

	Xiaomi
	Support



Response to comments above:
Response to comments on how RI is used together with compressed CSI, for precoding matrix-based CSI compression, the RI usage is similar as legacy MIMO. For channel based, RI will not be needed. Therefore “if configured” was added in the first round proposal based on comment. 
In addition, the proposal is for RI determination. So the main bullet is updated to clarify it: 
Proposal 3-3-3(v2): 
In CSI compression using two-sided model use case, when if RI is configured to be reported, legacy RI determination report procedure can be reused as a starting point. 
· Further enhancements are not precluded
Please provide your view below:
	Company
	View

	NTT DOCOMO
	Support the proposal.

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	ETRI
	We support

	Panasonic
	We are fine with the proposal.

	OPPO
	We support

	CATT
	Support.

	CAICT
	Support.

	Xiaomi
	The sentence “legacy RI determination report procedure can be reused as a starting point” is not clear to us. Does that mean RI determination is based on the CSI reconstruction part which is deployed at UE side? If so, it should be rewording as following.
In CSI compression using two-sided model use case, when RI is configured to be reported, legacy RI determination report procedure can be reused as a starting point, where CSI reconstruction part is deployed at UE side. 
· Further enhancements are not precluded
Mod: Please see HW’s response. 

	CMCC
	Support.

	Ericsson
	Support. Perhaps say if RI is configured to be reported to be more neutral and align with CQI

	Huawei/HiSi
	Support. For Xiaomi changes, we are confused why it is limited to the case where CSI reconstruction part would be deployed at UE side. UE calculates RI based on measured SINR, and PMI (now replaced with channel matrix/eigenvectors/CSI reconstruction part). Either way it should be regarded as reusing legacy.

	FUTUREWEI
	We are ok with Xiaomi’s updates except the last part of the sentence is not needed.
In CSI compression using two-sided model use case, when RI is configured to be reported, legacy RI determination report procedure can be reused as a starting point, where CSI reconstruction part is deployed at UE side.
· Further enhancements are not precluded

Mod: Seems you agree with original proposal by removing Xiaomi’s update .

	Nokia
	Support.  Agree with Ericsson’s comments.

	INTERDIGITAL
	It is still unclear the UE behavior when UE is configured to report RI but precoding-matrix based CSI compression is not used. For clarity, we suggest to update as following:
In CSI compression with precoding matrix using two-sided model use case, when RI is configured to be reported, legacy RI report procedure can be reused as a starting point. 
· Further enhancements are not precluded
Mod: Please see HW’s response.

	LENOVO
	Support

	MEDIATEK
	Support

	SONY
	Support

	AT&T
	Support

	Xiaomi
	If it is common understanding that legacy RI determination is based on measured SINR and PMI (now replaced with channel matrix/eigenvectors/CSI reconstruction part), we are fine with the proposal.

	FUTUREWEI
	Thanks for FL’s clarification. We support the proposal (there are many changes in colors, so it’s not easy to tell which companies made the changes.)

	LENOVO
	Support. In our understanding, the expression “as a starting point” implies that we can make changes on RI determination if needed; legacy RI would just be the first candidate for discussion

	Qualcomm
	We do not support this proposal. The meaning and need for this proposal are not clear. The term “legacy RI determination” is unclear, as the determination procedure is not standardized, but is up to UE implementation. While the previous version (reporting procedure) has relation to potential spec impact, the current version (determination) is not related to spec impact. What is the purpose of taking legacy determination as a starting point? 
Moreover, if further enhancements are not precluded, then the reason to agree on this proposal at this point is unclear.

	LG
	We tend to agree with QC. 





CSI reconstruction model output:
On output CSI, further discussion of model output type/dimention/configuration and post processing is identified. 
Proposal 3-3-4 (closed): 
In CSI compression using two-sided model use case, further study the following options for CSI reconstruction model output: 
· Option 1: Raw Channel matrix
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI.
Please provide your view below:
	Company
	View

	 Google
	   With regard to UE complexity, we think option 2b should be supported

	 NVIDIA
	 Support

	Ericsson
	Support. Clarify that with raw channel means the full TX * RX MIMO channel (similar to what is obtained from SRS in TDD reciprocity based operation)

	 Lenovo
	This should be discussed in agenda 9.2.2.1

	FUTUREWEI
	We support this proposal.

	Intel
	It is not clear if it post-processing is considered for the reconstruction. It is easy to transform from time domain to frequency domain via post-processing, if needed. So, we are not sure if 1a and 1b are needed. Also, the difference of 2a and 2b is not clear considering that Type II PMI corresponds to approximation of an eigenvector. 

	InterDigital
	Ok with the proposal

	CAICT
	Same view as Lenovo.

	vivo
	Support

	CATT
	Support.

	NEC
	Support

	OPPO
	In R18 AI study, we think only option 2 should be supported, considering (1) the compression and feedback of raw channel require more overhead and complexity, (2) in R18, the feedback of the raw channel seems hard to bring extra gains, considering the original channel will be decomposed into eigenvectors/PMI for use in the gNB side eventually.

	ETRI
	We support.

	LG
	Support

	Huawei/HiSi
	We are basically fine to study the types of the output. But as the input and output are symmetric, why it is only limited with the output? Add input also in the main text. Note for the monitoring procedure, the input type of the inference also need to be studied.
In CSI compression using two-sided model use case, further study the following options for CSI reconstruction model input/output: 
…
Mod: input did not reach agreement in 110 meeting. Company mentioned that input can be derived based on output. Input is separated in next proposal. 

	Xiaomi
	Agree with HW, both input and output should be studied. 

	Fujitsu
	Support.

	Nokia
	Ok with HW addition for now. 

	Sony
	Support

	CMCC
	Support.

	ZTE
	Support. Similar to the CSI reconstruction model output, the CSI generation input also needs to be discussed for FFS, which may follow the same options. 

	Samsung
	Support

	Qualcomm
	The CSI reconstruction model output may require some processing to derive the final output CSI, and in our view, this proposal is about the final output CSI. Hence, we suggest to replace “CSI reconstruction model output” with “output CSI”.
Regarding option 1, the overhead and complexity associated with feedback of the raw channel may be too high. Moreover, this option requires further evaluations from companies.



Proposal 3-3-4 (v1 closed): 
In CSI compression using two-sided model use case, further study the following options for CSI reconstruction model output output CSI: 
· Option 1: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI.

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.   

	 Huawei/HiSi
	@Moderator
Thanks Moderator for clarification. However, if the NW has no information of the type and pre/post processing for the CSI generation part input, how can the NW perform the monitoring is not clear, then the network performance cannot be guaranteed. It is not clear how the (CSI generation) input can be derived from the (CSI reconstruction) output, regarding they can be subject to different types? The input/output format should be studied in symmetric way, otherwise it cannot help us to understand whether/how the system works.
In addition, in the main text it says “study the options” which means not necessarily the spec impact, so we think there nothing to worry about the proprietary (if applicable).
In CSI compression using two-sided model use case, further study the following options for CSI reconstruction model output input/output CSI: 

Or we may use a more generic language as:
In CSI compression using two-sided model use case, further study the following options for CSI reconstruction model output output CSI format: 

	CAICT
	We share the same view as OPPO pointed out in last round and Option 2 should be FFS.

	Fujitsu
	Support.

	 CATT
	To some degree, we share similar views as HW. (1) We may need to differentiate ‘output CSI derived from CSI construction model’ and ‘output CSI derived from CSI reconstruction model’ when necessary. (2) If the intention is to align understanding when assistance information is provided, HW’s modification is OK to us.

	FUTUREWEI
	We are ok with HW’s modification to be clear (the first one).

	MEDIATEK
	As FL suggested, we can discuss model input separately in the next proposal.

	NVIDIA
	HW’s modification (the first one) appears reasonable.

	ERICSSON
	Support

	INTERDIGITAL
	Ok

	LENOVO
	A parallel discussion is ongoing in agenda 9.2.2.1. No need to discuss here

	INTEL
	Suggest to delete 1a, 1b (DFT can be used for time/frequency transform at post-processing) and delete 2a, 2b (eTypeII is an approximation of eigenvectors)

	Samsung
	Support; also, could you clarify the difference between Option 2a and Option 2b?

	LG
	Support. In our understanding, the difference of Option 2a and 2b is how the pre-processing (whether it is based on EVD or Type II) is applied. We are open for both options.

	ETRI
	We support in principle. We have a minor concern that whether we need the Option 2b. The Option 2b is about representation of eigenvector(s) and since this is about output CSI, we don’t need to consider how to (efficiently) represent eigenvector(s). 

	Qualcomm
	We agree with the moderator’s view that this proposal should focus on the output CSI, and do not see the need to discuss input CSI here. 
It would be good to clarify what “study” refers to here. We should first study the performance benefits through evaluations before studying specification aspects. Especially for option 1, the reporting overhead and the need to report the raw channel matrix requires careful justification based on evaluation results before we study potential specification aspects.

	ZTE
	Support in principal. First, it may be not clear whether output CSI only means the output of CSI reconstruction model or it can also include the output of CSI generation model. Similar to the CSI reconstruction model output, the CSI generation input also needs to be discussed in symmetric way, which may follow the same options. Therefore, we suggest the main bullet can be reworded as:
In CSI compression using two-sided model use case, further study the potential specification impact of the following options for CSI reconstruction model output input/output CSI:

	AT&T
	Support

	Panasonic
	We are OK with the proposal.

	OPPO
	In R18, we think only option 2 should be considered, because (1) the compression and feedback of raw channel require more overhead and complexity, (2) in R18, the feedback of the raw channel seems hard to bring extra gains, considering the original channel will be decomposed into eigenvectors/PMI for use in the gNB side eventually. 

	Xiaomi
	Agree with comments, and the input of CSI generation part and output of CSI reconstruction part should be jointly discussed.



Response to comments above:
Thanks for all the comments. Here are some responses, hope it clarifies. 
· On comments to add input in the proposal: In RAN1 110, there were a heated debate whether input need to be specified. In the end, only the output CSI is agreed to further study. It is better to separate as I do not see we can agree on input CSI easily. 
· As for only down-select to option 2, it is not clear whether this down-selection will happen in R18 SI. For potential specification impact study, it might not be feasible to delay the discussion until conclusion is drawn.
· As for comments related to removing sub-options, the sub-options are to differentiate whether pre/post processing is used, as LG commented above. For example, if output CSI is time domain, the UE will do pre-processing at CSI generation side to generate CSI generation model input in time domain as well by DFT pre-processing. And NW will further process it. This is related to the discussion in 3-3-5, that given CSI output, what other input info is needed. Similar to case 2a and 2b, if it is 2b, this implies post-processing at NW side, and UE need pre-processing for CSI generation model input as well.    
· There are some confusion output CSI versus CSI reconstruction model CSI. FL think CSI reconstruction model CSI is clear, which is the output before post any processing.
Hopefully this clarifies the intention of this proposal, and proposal 3-3-5.  
[bookmark: OLE_LINK21]Proposal 3-3-4 (v2 closed): 
In CSI compression using two-sided model use case, further study potential specification impact of the following CSI reconstruction model output CSI options: 
· Option 1: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI.   

Please indicate any further comments on the revised proposal:

	Company
	View

	NTT DOCOMO
	We are fine with the principle of the proposal. However, we also think that Option1 is not necessary and pre/post processing in Option2b can be viewed as one of implementation specific model information. Hence, we prefer to update the proposal as follows.
In CSI compression using two-sided model use case, further study necessity and potential specification impact of the following CSI reconstruction model output CSI options: 


	New H3C
	Support in principal

	vivo
	We prefer the eigenvectors for the fair comparison with eType II codebook. The raw channel matrix can be low propriety or precluded for current study.

	ETRI
	We support in principle. But still unclear on sub options. For example, regarding option 2b, it seems to be little motivation for NW side to do post-processing to get e-typeII like PMI. Second, even though there is a post-processing at the NW side, that does not imply pre-processing on input at the UE side because NW side can do post-processing using reconstructed eigenvectors.

	Panasonic
	We are fine with the proposal.

	OPPO
	Prefer option2.
Considering (1) the compression and feedback of raw channel require more overhead and complexity, (2) in R18, the feedback of the raw channel seems hard to bring extra gains, considering the original channel will be decomposed into eigenvectors/PMI for use in the gNB side eventually. 

	Fujitsu
	Support.

	CATT
	Seems fine to us. 

	CAICT
	Support.

	Xiaomi
	In our view, for Option2b, eType II-like PMI should be derived through post-processing by gNB. Therefore, we suggest Option2b is rewording as follows.
· 2b: The precoding matrix is an eType II-like PMI after post-processing by gNB.

	CMCC
	Support in principle.

	Ericsson
	Support

	Huawei/HiSi
	We are still confused how the system can work if NW is not aware of the UE input format: for training Type 1, NW cannot train the UE side model; for training Type 2/3, the NW does not know what is the dataset format to be sent to UE. NW cannot monitor UE with E2E intermediate KPI without knowing its input format.
If the concern of the Moderator is about the previous agreement on the output format, we even provided an alternative version to make it more generic (not limited to CSI input). Thus we do NOT agree with this proposal if our concern is not addressed.
	(changed on top of v1) In CSI compression using two-sided model use case, further study the following options for CSI reconstruction model output input/output CSI: 

	(changed on top of v2) In CSI compression using two-sided model use case, further study potential specification impact of the following CSI reconstruction model output CSI format options:



To the down-selection issue, as we are going to discuss the spec impact, potential down selection may be unavoidable, unless both are justified as valuable. To be safe, we can add the following bullet.
· Option 1: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI.
· Further down-selections are not precluded.


	FUTUREWEI
	We are ok with the proposal. We support including both options in the study and companies may choose which option to evaluate.

	INTEL
	As we commented for the previous round 1a, 1b and 2a, ab are not needed.

	Nokia
	For option 1, the gNB will process the received channel and may determine the rank based on the channel.  A similar approach is possible with option 2, where a precoding matrix consisting of eigenvectors and eigenvalues is the reconstruction output.  This should not be precluded.

	INTERDIGITAL
	Ok

	LENOVO
	As mentioned in the previous round, a parallel discussion is ongoing in agenda 9.2.2.1. No need to discuss here

	Samsung
	Support; also, “CSI reconstruction model output CSI” should be changed to “CSI reconstruction model output”, since the second “CSI” is redundant

	Sony
	Support

	Qualcomm
	For option 1, we feel it is too early to study potential specification impact. The overhead and complexity associated with feedback of the raw channel may be too high. A majority of the evaluations so far have focused on option 2. The overhead and benefit of option 1 and 2 should be compared before we decide to study specification impact.
“CSI reconstruction model output CSI” is not clear. There may be some post-processing applied to the output of the ML model to derive the final output CSI. Maybe “target CSI” will capture the meaning better.

	AT&T
	Support


 

Discussion
Similar to 3-3-2, let us align understanding of terminology first. In addition, e-Type II like PMI is not clearly defined. Original wording intends to be the spatial based index or non-zeros coefficients as those are configurations related to AI model design. To align understanding, e-Type II like PMI is defined as the PMI after post-processing, in this case, output CSI is used. 
Proposal 3-3-4 (v3): 
In CSI compression using two-sided model use case, further study potential specification impact of the following CSI reconstruction model output CSI options: 
· Option 1: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI. (i.e., eigenvectors with angular-delay domain converting)
· Further down-selections are not precluded
	Company
	View

	OPPO
	OK with this version. 
It would be helpful that companies with strong preference for option 1 can provide more analysis on, e.g. performance gain, generalization, LCM, than that in option2 to make further down-selections.

	Panasonic
	We are fine with the proposal.

	CAICT
	Fine with the proposal. 

	Huawei/HiSi
	Our comments for the input/output type in the last round is not addressed (why specifically emphasize it is OUTPUT CSI), so we cannot live with the current version. If the concern is the agreement on output type, the changes can be (copied from last round):
In CSI compression using two-sided model use case, further study potential specification impact of the following CSI reconstruction model output CSI format options:

	vivo
	We are fine with the proposal. But we may need to add a note under Option-1, "Note: companies are encouraged to discuss the benefits and potential specification impact with feedback overhead."

	Spreadtrum
	Ok

	Xiaomi
	We are fine with these options for studying. However, in our view, it is sufficient that one of these options is selected as the type of output CSI. Therefore, we prefer to adding that selecting one option and further studying its potential specification impact in the main bullet. 

	NEC
	OK

	Fujitsu
	Support

	CATT
	Based on the refined terminology, we think HW’s suggestion is better. Because:
· For model monitoring, intermediate KPIs is built up based on the comparison between input and output of the AI model. NW cannot acquire intermediate KPI only based on a specified output CSI.
· For model training, at least for Type 1 or Type2 sequential joint-training, UE/NW needs to know what CSI format (at least partially) will be used as the output/input by NW/UE. So the proposal should be equally applied to input and output.

	CMCC
	OK in principle.
Form the diagram in 3-3-2, it seems the output CSI is after post-processing. We think it is common understanding.

	ZTE
	We have similar view with HW. In previous round, some supportive comments on adding input CSI type are not considered and addressed and we are not clear why the proposal specifically emphasizes OUTPUT CSI. We think input CSI can also have spec impacts, which needs further study. So we cannot agree with the current version and suggest rewording as belows: 
In CSI compression using two-sided model use case, further study potential specification impact of the following CSI reconstruction model input/output CSI options: 

	NVIDIA
	Ok

	FUTUREWEI
	If the intention of this proposal is to discuss output CSI first, then we are ok. We tend to agree with ZTE that CSI input (type) may also have specification impact, e.g., whether such information should be exchanged/known to both NW side and UE side.

	Nokia/NSB
	Ok with the proposal. We are also fine with suggestion by HW and others to study the spec impact of input/output CSI formats

	InterDigital
	Ok

	Samsung
	Support

	Qualcomm
	Please refer to our comment in 3-3-2(v3). We are fine with the use of “output CSI” or “target CSI” in this proposal. In our understanding, the target CSI is the desired or perfect version of the output CSI. This implies that by definition, the 'target CSI' and 'output CSI' have the same format and type, and this proposal is discussing the options for that type.
Regarding the proposal itself, in our view, raw-channel matrix case needs further evaluation before we can agree to study potential specification impact. Since a majority of the evaluations so far are for option 2, we prefer to update the proposal to keep only option 2, and change the note to say “Other options are not precluded”.

	Sony
	Support.

	LG
	Support




CSI compression model input:
In RAN1 110, whether to specify CSI compression model input has been discussed. Different views are presented. Many contributions propose to study and specify the CSI compression model input. However there are also views that this should left to UE implementation. It should be clarified that with the CSI reconstruction output defined, whether additional information is needed.  
Proposal 3-3-5 (closed): 
In CSI compression using two-sided model use case, given that the interpretation on the reconstruction model output is standardized, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	We do not think UE side pre-processing needs to be standardized. It can be viewed as one of implementation specific-AI/ML model process.   

	 Google
	   Support

	 NVIDIA
	 Support

	Ericsson
	Support. If the specification support multiple reconstruction models in the output, then which one the UE has used may need to be signalled to the NW in UCI for correct reconstruction.  

	 Lenovo
	We believe this should be discussed after further model design details are available

	Intel
	Support. In our view pre-processing is an essential part of the AI/ML algorithm. Misalignment of pre-processing for training and inference can lead to significant performance degradation. 

	InterDigital
	Ok with the proposal

	CAICT
	Support

	vivo
	Support

	CATT
	Support to study, as collaboration is tight in such two-sided model. Note that CSI construction input may also impact the model training, when training dataset may be offered by network side (assuming sequential training).

	OPPO
	We think it would be better to identify the information related to UE side pre-processing that need to be transmitted to gNB side first. and then discuss
“whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI”. 
We suggest to keep this discussion open and collect more inputs from companies.

	ETRI
	We share a same view with NTT DOCOMO. We think that UE side pre-processing can be seen as a one of procedures in the UE-side model.

	LG
	Support

	Huawei/HiSi
	The pre-processing needs to be aligned, but not necessarily carried in the UCI as it is coupled with the AI/ML model, which is semi-statically activated.

	Xiaomi
	Support

	Fujitsu
	We share a similar view to that of Docomo.

	Nokia
	Some changes to wording, 
In CSI compression using two-sided model use case, if RAN1 agree to standardized reconstruction model output, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.

	CMCC
	Open to study.

	ZTE
	We think the CSI generation input has higher priority to be discussed than the pre-processing. In addition, it needs to clarify what additional side information related to UE side pre-processing means.

	Qualcomm
	We agree with NTT DOCOMO’s view. The UE-side pre-processing should be left to UE implementation. As long as the format and meaning of the target CSI format is specified, the requirements for the UE are clear, and the gNB can also interpret the CSI feedback properly.

	MediaTek
	Fine to study. For some case like option 2b eType II-like PMI in proposal 3-3-4(v1), we may need to specify pre-processing of input as well as CSI report.



With the clarification of 3-3-4(v2), let us try the proposal again. We may conclude there is no need to specify anything after the study.  
Proposal 3-3-5(v1): 
In CSI compression using two-sided model use case, if RAN1 agree to standardized reconstruction model output, given that the interpretation on the reconstruction model output is standardized, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.
Please indicate any further comments on the revised proposal:

	Company
	View

	NTT DOCOMO
	When pre/post processing is viewed as one implementation specific process of AI/ML model, there is no potential spec impact even if reconstruction model output is specified in the spec. We suggest updating as follows.
In CSI compression using two-sided model use case, if RAN1 agree to standardize UE side pre-processing standardized reconstruction model output, given that the interpretation on the reconstruction model output is standardized, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	ETRI
	In our view, even though RAN1 agree to have the standardized output, still UE side pre-processing can be decoupled with NW side. For example, it is possible to use e-TypeII like PMI as input to UE-side AI/ML model to get get eigenvectors output of the NW-side AI/ML model .

	Panasonic
	We are fine with the proposal.

	CATT
	Support. 

	CAICT
	Fine with the proposal.

	Xiaomi
	Fine with the proposal.

	CMCC
	Support in principle. In some cases, NW side need the UE side pre-processing info to help align the two-sided model. It is worth study.

	Ericsson
	Support

	Huawei/HiSi
	We have addressed our concern on the awareness of input type by NW in 3-3-4. Also pasted in below.
For training Type 1, NW cannot train the UE side model; for training Type 2/3, the NW does not know what is the dataset format to be sent to UE. NW cannot monitor UE with E2E intermediate KPI without knowing its input format.
Therefore, for the input study, instead of the current proposal, we may consider a symmetric proposal with output agreement:
In CSI compression using two-sided model use case, further study potential specification impact on input CSI, including at least
· Model input type/dimension/configuration and potential pre processing

	FUTUREWEI
	We are ok with the proposal.

	Nokia
	Support

	MediaTek
	Agree with ETRI and HW. We may need to specify input depending on what kind of output format in Proposal 3-3-4 (v2) is used for AI model. 

	Qualcomm
	If the format and meaning of the target CSI are standardized, then the requirements for the UE are clear, and the gNB can interpret the CSI feedback properly. Any UE side pre-processing to meet the configured target CSI format requirement using the current model is up to UE implementation. Therefore, the motivation for this proposal is not clear to us. The need to align the pre-processing needs to be justified. Ericsson’s example above seems related to model activation and management. 
We can discuss whether additional side information is required in UCI, but there seems to be no reason to relate it to UE-side pre-processing. We propose to remove “related to UE side pre-processing”.

	AT&T
	Support

	OPPO
	Fine with the proposal.

	NEC
	OK with the proposal

	ZTE
	Agree with HW.

	NVIDIA
	Ok

	InterDigital
	Ok

	LG
	Support


 


Quantization:  
Quantization is an important aspects of CSI compression use case. There are two aspects of quantization. One related to quantization design and optimization. The other aspects if alignment of quantization for training collaboration type 2-1 and type 3-1.  
Proposal 3-3-6 (closed): 
In CSI compression using two-sided model use case, define and study quantization methods, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization etc.  
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.   

	 Google
	Support

	MediaTek
	Support

	 NVIDIA
	 Support

	Ericsson
	Support

	 Lenovo
	We believe this should be discussed in agenda 9.2.2.1. 

	FUTUREWEI
	We support the proposal.

	InterDigital
	Ok with the proposal

	CAICT
	Support

	vivo
	Study on quantization methods is necessary for CSI compression. We support this proposal.

	CATT
	Support.

	NEC
	Support

	OPPO
	Agree

	LG
	Support

	Huawei/HiSi
	For the 1st bullet, in our understanding, as the quantization anyway needs to be aligned for inference, for the training procedure, it can also be supposed to be aligned. So “Quantization non-aware training” needs more clarifications.
Mod: “Quantization non-aware training” is to train encoder/decoder without quantitation. Quantization training is separate from encoder/decoder training. 
For the 3rd bullet, we may also need to study how to configure or update the quantization codebook to keep the alignment in case the codebook is changed.
Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, configuration/updating of the quantization codebook, etc

	Xiaomi
	Support

	Fujitsu
	Support.

	Nokia
	Ok 

	CMCC
	Support.

	ZTE
	We are fine with this proposal.

	Samsung
	Support; in particular, we need to study details such as the number of quantization bits, how to convert the quantized output to a CSI feedback message, etc.

	Qualcomm
	It would be better to study such aspects in the evaluation agenda before discussing specification aspects.



Proposal 3-3-6(v1 closed): 
In CSI compression using two-sided model use case, define and study quantization methods, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, etc
· Configuration/updating of the quantization codebook  

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Support

	CAICT
	Support

	Fujitsu
	Support.

	 CATT
	Does the ‘Configuration/updating of the quantization codebook’ can be applied to both ‘Quantization non-aware training’ and ‘Quantization-aware training’? 
In some cases, e.g. if quantization/dequantization is inside AI/ML model, is this sub-bullet still applicable?
Mod: This can be further discussed. For quantization non-aware training, like you mentioned, it needs to be specified and then configured. For quantization aware training, due to various training collaboration types, it might be needed well. 

	FUTUREWEI
	Need clarification regarding whether “Configuration/updating of the quantization codebook” applies to both or just for “Quantization-aware training”.
Mod: See response to CATT. 

	MEDIATEK
	Support

	NVIDIA
	Fine with the proposal.

	Ericsson
	Support

	InterDigital
	ok

	Samsung
	Support; also, for the third bullet, could you add “quantization resolution” after “scalar versus vector quantization”?  Our understanding is that “quantization resolution” refers the required number of bits for quantization.

	LG
	ok

	ETRI
	We support

	ZTE
	For the codebook in the last bullet, we think it may lead to misunderstanding whether it means the legacy NR codebook or the codebook trained in vector quantization. If it means the trained codebook in VQ, we think  embedding may be more appropriate. Therefore, we suggest the rewording as 
· Configuration/updating of the quantization codebook/ embedding
Mod:  It includes all options in 3rd bullet. Not sure whether we want to introduce embedding term. Let me change it to methods, hopefully it is better. 

	OPPO
	Support

	Xiaomi
	Does quantization codebook mean vector quantization codebook? It is better to clarify the quantization codebook.
Mod:  See comment to ZTE



Response to comments are added in table. Hopefully it clarifies the question. The proposal is update as:
Proposal 3-3-6(v2): 
In CSI compression using two-sided model use case, define and study quantization methods, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, quantization resolution etc
· Configuration/updating of the quantization methods   

Please provide your view below:
	Company
	View

	NTT DOCOMO
	We are fine with the first three bullets. However, we think the last bullet is not necessary, because it is covered in Proposal 3-3-7. If the moderator insists to include it, we prefer to add “, if necessary” at the end of the last bullet.
Mod: Proposal 3-3-7 focusing on training procedure with different collaboration (particularly type 2 and 3, include type 1 just in case), under quantization aware training. 
The 4th bullet of this proposal covers inferencing stage as well. For quantization non-aware training, it needs to be specified and then configured. For quantization aware training, due to various training collaboration types, it might be needed well.

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	OPPO
	OK

	Fujitsu
	Support.

	CATT
	Thanks for clarification. Fine to study.

	CAICT
	Support.

	Xiaomi
	Support

	CMCC
	Support. The clarification is clear.

	Ericsson
	Support

	Huawei/HiSi		
	Support

	FUTUREWEI
	We support this proposal.

	Nokia
	Support

	InterDigital
	Ok

	Lenovo
	Suggest to defer until some progress is made in agenda 9.2.2.1

	Samsung
	Support

	AT&T
	Support

	ZTE
	Support

	NVIDIA
	Support

	MediaTek
	Support

	FUTUREWEI (2)
	Sorry for the additional comments. We are ok with the proposal in general. However, we don’t agree on adding “quantization resolution” to the list. Per Samsung’s comment for v1, “quantization resolution refers the required number of bits for quantization”, which is a general description of quantization approaches, it doesn’t belong to “method” category. If it must mention other methods, then an option is to modify the text to the following:
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and other quantization approaches.


	Qualcomm
	Agree with Lenovo. Evaluation studies are needed on these aspects before we proceed with such an agreement.

	Sony
	Support.

	LG
	Support




Proposal 3-3-7(closed): 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization method alignment for training collaboration type 2 and type 3: 
· Alignment of the quantization/dequantization method between Network and UE

Please provide your view below:
	Company
	View

	 Google
	Support

	MediaTek
	Support

	 NVIDIA
	Support

	Ericsson
	Support	

	 Lenovo
	We believe this should be discussed in agenda 9.2.2.1. The specification impact part should be deferred until some progress is made in the performance study   

	FUTUREWEI
	We support the proposal.

	InterDigital
	Ok with the proposal

	CAICT
	Support

	vivo
	We are in supportive of this proposal.

	CATT
	Support

	OPPO
	Agree

	LG
	Support

	Huawei/HiSi
	Support in principle. One question: we think type 1 also needs the alignment? 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization method alignment for training collaboration type 2 and type 3:
We are also fine with the original if the question is clarified.

	Xiaomi
	We also think quantization method alignment is not dependent on training collaboration type 

	Nokia
	Ok 

	CMCC
	Support.

	ZTE
	We think the specification impact part should be deferred until some progress is made in agenda 9.2.2.1.   

	Samsung
	Support with the caveat that we shouldn’t restrict quantization method alignment to training for types 2 and 3 (e.g. quantization also applies to inference operations); one suggestion would be to change “for training collaboration type 2 and type 3” to “between CSI generation part at UE and CSI reconstruction part at gNB”.

	Qualcomm
	This depends on the sub-types of Type 2 and 3 discussed in earlier proposals. Training using a proprietary interface does not require such specification.



Proposal 3-3-7(v1 closed): 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization method alignment for training collaboration type 2 and type 3 between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method between Network and UE

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Fine with the proposal.   

	 Huawei/HiSi	
	 Support

	CAICT
	Support

	 CATT
	Support.   

	FUTUREWEI
	We are ok with the updated version.

	CMCC
	Support.

	MediaTek
	Support

	NVIDIA
	Fine with the proposal.

	InterDigital
	Support

	Samsung
	Support; also, for the bullet, could you change “method” to “method and the feedback message size”?  Our understanding is that the “feedback message size” is equivalent to the “quantization resolution” that we mentioned in our comment on Proposal 3-3-6(v1).

	LG
	ok

	ETRI
	We support

	Qualcomm
	Training using a proprietary interface does not require such specification. The need for this depends on the training sub-types.

	ZTE
	Fine with this proposal.

	OPPO
	Support

	Xiaomi
	Support



Proposal is updated based on comments. 
Proposal 3-3-7(v2): 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization method alignment for training collaboration type 2 and type 3 between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE
Please provide your view below:
	Company
	View

	NTT DOCOMO
	We think the quantization/dequantization alignment method is not necessary to be aligned via 3GPP specification if we consider offline training where training procedure is supposed to be transparent in 3GPP. 
However, we are fine to study quantization/dequantization alignment methods for the further discussion.

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	OPPO
	OK

	CATT
	Support to study.

	CAICT
	Support.

	Xiaomi
	Support.

	CMCC
	Support.

	Ericsson
	Support

	Huawei/HiSi	
	Support

	FUTUREWEI
	We support this proposal.

	Nokia
	Support

	InterDigital
	Support

	Lenovo
	Suggest to defer until some progress is made in agenda 9.2.2.1

	Samsung
	Support

	Qualcomm
	When models are trained by a single entity or offline through proprietary training, the quantization method can be aligned without standardization impact.

	AT&T
	Support

	ZTE
	Support

	NVIDIA
	Support

	MediaTek
	Support

	Qualcomm
(4th round)
	We agree with NTT DOCOMO that in some situations there is no need for spec impact to be able to align the quantization methods. This includes Type 1 training, and proprietary offline training in type 2 and 3. Moreover, the quantization could be interpreted as a part of the AI/ML models which are proprietary. We prefer to discuss this after defining the sub-types of the training types, as that would allow the discussion customized to the scope of each sub-type.

	Sony
	Support.

	LG
	Support



Performance monitoring, model update, activation/de-activation/switching 
Following table summarize company’s proposals related to model performance monitoring, activation/de-activation/switching.  

	Huawei
	Proposal 14: For the monitoring of the AI/ML-based CSI feedback enhancement, consider the following modes:
•	Network monitors the performance KPI for making decisions of model activation/deactivation/ updating/switching
•	UE monitors the performance KPI and reports to Network for making decisions of model activation/ deactivation/updating/switching
Proposal 15: For the monitoring of the AI/ML-based CSI feedback enhancement, study the intermediate result of CSI accuracy (e.g., SGCS) as a performance KPI.
Proposal 16: Study the potential specification impact for the co-existence of AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

	ZTE
	Proposal 9: During study phase, companies need to evaluate and identify solutions to perform model life cycle management in CSI feedback enhancement, at least following perspectives can be further studied:
▪	Case 1: AI/ML model performance monitoring
▪	Case 2: AI/ML model switching to adapt different scenarios based on model performance monitoring
▪	Case 3: An offline trained AI/ML model to be updated online based on model performance monitoring
▪	Case 4: Fallback schemes based on model performance monitoring

	Spreadtrum communications
	Proposal 8: Both gNB and UE can be considered to monitor AI/ML model.
Proposal 9: The better generalization of AI/ML model should be strived, to avoid frequent AI/ML model updating.

	Vivo
	Observation 6:	Model activation/deactivation/selection/switching can be managed via model IDs assigned to each model.
Observation 7:	Computing direct metrics (such as SGCS of model input and output) within one side (UE or network) needs to know both CSI generation part and CSI reconstruction part, which could have potential concerns in model proprietary.
Observation 8:	An updated model could be deployed in a similar approach to a new model, of which the detailed procedure depends on the corresponding training collaboration type.
Proposal 3:	Study the potential direct and indirect metrics for performance monitoring (as well as their pros/cons) in CSI compression.
Proposal 4:	Study the potential specification impacts of model activation/deactivation/selection/switching via model ID for CSI compression.
Proposal 5:	Study the feasibility of computing direct performance metrics for CSI compression (such as SGCS of model input and output) within one side for performance monitoring without violating model proprietary.
Proposal 6:	Study the potential specification impacts of model update in CSI compression triggered by UE or network.

	OPPO
	Proposal 9: Self-monitoring at UE side could be used to monitor the CSI compression performance in LCM.
Proposal 10: Give high priority to some basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching.
Proposal 11: More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in subsequent studies.

	Google
	Proposal 9: Study the AI/ML model monitoring for CSI compression based on the following options:
•	Option 1: NW-based model monitoring, where the performance for the CSI compression is monitored by the gNB and the UE may report some assistant information
•	Option 2: UE-based model monitoring, where the performance for the CSI compression is monitored by the UE and the UE can report an indication to the NW if it identifies an AI/ML model performance failure
Proposal 10: Study the metric for AI/ML model monitoring for CSI compression based on the following options:
•	Option 1: SCS between the input of CSI compression and output of the CSI decompression
•	Option 2: Hypothetical BLER measured from precoded CSI-RS with the precoder selected from decompressed CSI in the most recent ML based CSI report

	LG Electronics
	Proposal #4: Consider fallback operation when AI/ML based CSI reporting is not valid.

	CATT
	Proposal 13: For AI/ML based CSI feedback, study the assistant information needed to be collected for AI/ML model monitoring.
Proposal 15: Study mechanisms on model quality monitoring for AI/ML based CSI feedback, with the following aspects considered:
–	Which side takes responsibility on model quality monitoring, e.g. at UE side, at network side, or both;
–	The metric for AI/ML model monitoring (e.g. BLER of PDSCH, ACK/NACK of PDSCH, intermediate KPI)；
–	The scheme of model quality monitoring.
Proposal 16: For AI/ML based CSI feedback, study spec impacts of procedures following AI/ML model monitoring, e.g. model update/switching/fallback.

	Fujitsu
	Proposal-3: For model monitoring in CSI compression, it is suggested that we use a direct probe to detect model performance, and take SGCS as the performance KPI.

Proposal-4: For model monitoring in CSI compression, the signaling for the following options are suggested to be studied:
•	Option-1: SRS-based monitoring at network-side
•	Option-2: High resolution CSI feedback-based monitoring at network-side
•	Option-3: CSI-RS based monitoring at UE side, with the condition that both CSI generation part and CSI reconstruction part are deployed at the UE.

Proposal 5: Upon having monitoring results, the signaling and procedures on the follow-up mechanisms are suggested to be studied:
•	Cross mode selection mechanism: including at least fall back, model switching, model finetuning.
•	Mode switch mechanism: falling back from CSI compression to codebook-based method, switching back from codebook-based method to CSI compression.
•	Monitoring mechanism for a standby model.

	Intel
	Proposal 11: 
•	Support of performance monitoring for AI/ML CSI should be justified
o	There is no performance monitoring defined in current NR specification for CSI

	Panasonic
	Proposal 4: The following options should be studied for life cycle management.
Solution 1: gNB side performance monitoring
   1-1: UE transmit encoder input as CSI report periodically or occasionally.
   1-2: gNB may directly use system throughput or ratio of NACK.
 Solution 2: UE side performance monitoring
2-1: UE calculate decoder output using virtual decoder in UE.
2-2: UE may obtain the inference results indicated from gNB periodically or occasionally
     2-3: UE may use PDSCH decoding performance as KPI.

	Xiaomi
	Proposal 6: The life cycle management (LCM) procedure of CSI feedback based on a two-sided model can be discussed after sufficient discussion on LCM in agenda AI framework.
Proposal 8: It should be studied which side implementing performance monitoring or what is the metric of performance monitoring.


	CMCC
	Proposal 9: For AI based CSI enhancement, the potential spec impact of model selection/model switching should be studied.

	NEC
	Observation 1: In order to ensure that AI/ML model is applicable to real-world environment, evaluating the AI/ML model performance (i.e., model monitoring) is essential.
Observation 2: For evaluating the AI/ML model performance (i.e., model monitoring), the following information should be exchanged between gNB and UE.
-	Information reflecting model performance.
-	Information indicating evaluation results.
Observation 3: For a sub use case, multiple AI/ML models may be arranged.
Observation 4: For model selection, the following information should be exchanged between gNB and UE.
-	Information related to multiple AI/ML models.
-	Information indicating the selected AI/ML model.
Proposal 3: Study the mechanism and details (e.g., metric, assistance signaling and information) of model monitoring.
Proposal 4: Study the behaviors of UE or (and) gNB after model monitoring.
Proposal 5: Study the mechanism of model selection.

	Apple
	Proposal 13: Activation/de-activation/switching of AI based CSI compression can be enabled by MIMO related RRC configuration.  
Proposal 14:  Performance monitoring can be done at the UE and the gNB based on DL throughput or PDSCH BLER.  Additional methods can be further studied.  

	NVIDIA
	Proposal 8: For AI/ML based CSI feedback, study potential specification impact related to assistance ignaling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 9: For AI/ML based CSI feedback, study potential specification impact related to assistance ignaling and procedure for model performance monitoring and model update/tuning.

	Interdigital
	Observation 4: It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Proposal 9: Study means to monitor the AI/ML encoder performance at inference time, for CSI enhancements using both two-sided AI/ML model, and one-sided AI/ML at the UE.
Proposal 10: Study means to mitigate AI/ML encoder model performance degradation.
Proposal 11: Study means to update AIML model to mitigate AI/ML model performance degradation 
Proposal 12: Mechanisms to fallback to legacy CSI reporting are needed (e.g. for cases when AIML model performance is poor)

	Samsung
	Proposal 2-6: Study and verify model update of the encoder at the UE, where the gNB’s training strategy is not disclosed while transferring/configuring the AE.


	NTT Docomo
	Proposal 5: Study NW-based model monitoring and UE-based model monitoring specific to spatial-frequency domain CSI compression.

	Qualcomm
	Observation 12:	UE-side monitoring using direct metric requires large signaling overhead in conveying the inference results or additional complexity running gNB side model.
Proposal 10:	Study methods to enable UE-side monitoring of two-sided models for CSI feedback enhancement without much increase in the signaling overhead or UE-side complexity.


Proposal 3-4-1 (closed):  
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network for making decisions of model activation/ deactivation/updating/switching    

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.

	 Google
	   Support in principle. For NW-side monitoring, we think additional UE report, e.g. uncompressed wideband CSI, is required. 

	MediaTek
	Support

	 NVIDIA
	 Support

	Support
	Support	

	 Lenovo
	We think it can be further discussed after the discussion in 9.2.1 on model monitoring in LCM.

	FUTUREWEI
	We are ok with the proposal.

	InterDigital
	Ok with the proposal

	CAICT
	Support

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	vivo
	We are in supportive of this proposal.

	CATT
	Support.

	NEC
	Support

	OPPO
	Agree

	ETRI
	Support.

	LG
	Support

	Huawei/HiSi
	Support. Editorial comment: remove “AI model”, since it is following “NW side”, it may cause misunderstanding that the monitor is only for “NW-side model” (i.e., CSI reconstruction part)
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network for making decisions of model activation/ deactivation/updating/switching    


	Xiaomi
	Support

	Fujitsu
	Support.

	Nokia
	Ok 

	Sony
	Support

	CMCC
	Support.

	ZTE
	Support

	Samsung
	Support

	Qualcomm
	We suggest to remove the word “metrics” from both items. There may be other ways to monitor performance that do not use direct metrics. For example, there are ways to monitor the performance by monitoring the input samples.



Proposal is updated based on input.
Proposal 3-4-1(v1 clsoed):  
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network for making decisions of model activation/ deactivation/updating/switching    
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.    

	 Huawei/HiSi	
	 Support

	CAICT
	Support

	Fujitsu
	Support.

	 CATT
	We can support, although we think no need to remove the term ‘metrics’ (monitoring the data drift can also be one kind of metrics), 

	FUTUREWEI
	We are ok with the updated version. 

	CMCC
	Support.

	MediaTek
	Support

	NVIDIA
	Fine with the proposal.

	Ericsson
	Support

	InterDigital
	Support

	Lenovo
	Support

	Samsung
	Support; also, for the second bullet, could you clarify that the Network (not the UE) makes decisions regarding model activation, deactivation, updating, switching?
Mod: It is for NW to make decision. I reworded a bit to make it clear. 

	LG
	Support

	ETRI
	We support

	Qualcomm
	Support

	ZTE
	Support

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	OPPO
	Support

	Xiaomi
	Support



Slight wording change to make it clear it is NW making decision per comment. 
Proposal 3-4-1(v2):  
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, NW will further for I decisions of model activation/ deactivation/updating/switching    

 
	Company
	View

	NTT DOCOMO
	Support the principle of proposal. 
But we think “will further” is unnecessary. It gives the impression that UE makes decisions of model activation/deactivation/updating/switching before NW does. Suggest to update as follow
·  UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, and NW will further for makesing decisions of model activation/ deactivation/updating/switching    

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	ETRI
	Support

	Panasonic
	We are fine with the proposal.

	OPPO
	Support

	Fujitsu
	Support.

	CATT
	Support.

	CAICT
	Support.

	Xiaomi
	Support.

	CMCC
	Support.

	Ericsson
	Support

	Huawei/HiSi	
	Support

	FUTUREWEI
	We are ok with the proposal.

	INTERDIGITAL
	Ok

	LENOVO
	Support. We are fine with NTT Docomo’s suggestion

	Samsung
	Support; we’re also okay with NTT DOCOMO’s suggestion

	Sony
	Support

	Qualcomm
	Support

	AT&T
	Support

	ZTE
	Support

	NVIDIA
	Support

	MediaTek
	Support

	Nokia/NSB
	Support

	LG
	Support




Proposal 3-4-2 (closed):  
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics: 
· Direct metric such as SGCS
· [bookmark: OLE_LINK8]Indirect metrics such as BLER, NACK/ACK. 
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.

	 Google
	   Support in principle. We think “BLER” is better to be changed into “hypothetical BLER”.

	MediaTek
	Support

	 NVIDIA
	 Support

	 Lenovo
	Should be discussed in agenda 9.2.2.1

	InterDigital
	Ok with the proposal

	CAICT
	Fine in principle.

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	vivo
	We are in supportive of this proposal.

	CATT
	Support

	NEC
	Support

	OPPO
	Agree

	ETRI
	We suggest to add another bullet “AI/ML model related metric such as data drift between training and observed dataset”.

	LG
	Fine in principle, but do we really need to classify direct / indirect metrics? Even in case of direct metrics, other options such as rate/SINR are still on-going discussion in agenda 9.2.2.1. 

	Huawei/HiSi
	Support.

	Xiaomi
	Support

	Fujitsu
	Support.

	Nokia
	 We do not think there is enough study to list metrics yet. Some updates. 
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics: 
· Reuse intermediate KPIs as monitoring metrics (Direct metric such as e.g., SGCS)
· Other metrics Indirect metrics such as (e.g., BLER, NACK/ACK). 


	Sony
	Support.

	CMCC
	Support in principle.

	ZTE
	Fine with this proposal.

	Samsung
	Support

	Qualcomm
	We suggest to remove the word “metrics” from the first sentence, and add the following options:
-	Input-based monitoring
-	Legacy CSI based monitoring



Proposal 3-4-2(v1 closed):  
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics: 
· Reuse intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS)
· Indirect Other metrics such as (e.g., BLER, NACK/ACK).
· Input-based monitoring, such as data drift between training and observed dataset
· Legacy CSI based monitoring 
· Other options are not precluded. 

Please provide your view below:
	Company
	View

	 NTT DOCOMO
	As 4th ballet is unclear, some clarification is necessary. We are fine with other ballets.   

	 Huawei/HiSi
	 It needs to be clarified what is legacy CSI based monitoring? Is this bullet duplicated with Proposal 3-4-4 (if it means a fallback to legacy CSI CB for comparison)?

In addition, some minor changes:
· Reuse Intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS)
· Indirect Other metrics such as (e.g., Throughput, BLER, NACK/ACK).

	CAICT
	Fine with HW/HiSi’s update.

	Fujitsu
	The “Legacy CSI based monitoring” needs to be clarified.

	 CATT
	There is large overlapping between the 2nd, 4th and 5th sub-bullets.   Can we just merge them and shorten the list (based on HW’s version) as:
· Reuse Intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS) 
· Input-based monitoring, such as data drift between training and observed dataset
· Indirect Other options metrics, such as (e.g., Throughput, BLER, NACK/ACK).
· Legacy CSI based monitoring 
· Other options are not precluded. 

	FUTUREWEI
	We are ok with CATT’s modification.

	CMCC
	“Legacy CSI based monitoring” is not clear for us. Does that mean some implementation-based monitoring method?

	MediaTek
	Fine with CATT’s version

	NVIDIA
	Fine with CATT’s version

	Ericsson
	Support CATT version. 

	InterDigital
	Ok with proposal, also fine with CATT’s update

	Lenovo
	The metrics are needed for evaluation, which are being discussed in agenda 9.2.2.1. Why do we need to make a parallel agreement here?

	Samsung
	Could you clarify the third bullet on “Input-based monitoring”?

	LG
	Ok with proposal, also fine with CATT’s update.

	ETRI
	We are also fine with CATT’s suggestion.

	Qualcomm
	Support.

	ZTE
	We agree with HW’s update. In addition, we think maybe AI/ML network can self monitor data drift between training data and the output of CSI generation part, which mimics the CSI reconstruction output possibly. Therefore, we suggest adding a new sub-bullet after the 3rd sub-bullet in a symmetry way as  
· Output-based monitoring, such as data drift between training and observed dataset which can be observed by the output of CSI generation part

	AT&T
	Fine with CATT version

	Panasonic
	We share the view with DOCOMO, Fujitsu, and CMCC that 4th bullet is unclear. We are fine with CATT’s update.

	OPPO
	We are fine with CATT’s update.

	Xiaomi
	For the third bullet, is the input-based monitoring for CSI generation part or CSI reconstruction part, or both? It needs to further clarify the input-based monitoring.



Response to comment:
There are questions on “legacy-based CSI monitoring” which was proposed by Qualcomm in the 1st round email discussion. FL’s understanding of legacy-based CSI monitoring means traditional CSI report can be triggered by gNB for performance monitoring performance.  
Proposal is updated based on comments:
Proposal 3-4-2(v2 closed):  
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics: 
· Reuse Intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS)
· Input-based monitoring, such as data drift between training and observed dataset
· Output-based monitoring, such as data drift between training and observed dataset which can be observed by the output of CSI generation part
· Legacy CSI based monitoring 
· Other options (e.g., Throughput, BLER, NACK/ACK).

Please provide your view below:
	Company
	View

	NTT DOCOMO
	@Moderator Thanks for the explanation of legacy CSI based monitoring. Could you specify that information even in the proposal for the clarification?

	New H3C
	Support in principal

	vivo
	We are supportive of this proposal.

	ETRI
	In our view, we need more clarification on the legacy CSI based monitoring. 

	Panasonic
	On “legacy CSI based monitoring” with the clarification by FL’s response to comment, we are OK with the proposal.

	OPPO
	Support

	Fujitsu
	We are fine with the proposal.

	CATT
	For ‘Legacy CSI based monitoring’, in our understanding, it can refer to ‘throughput, BLER, NACK/ACK’. But based on FL’s comment, seems we are not on the same page… 
Can proponent further clarify, what will be compared and calculated under ‘Legacy CSI based monitoring’ for AI/ML model, if it is not going to derive ‘throughput, BLER, NACK/ACK’, or even ‘SGCS’?

	CAICT
	Support.

	Xiaomi
	For the second bullet, we still wonder that “Input-based monitoring, such as data drift between training and observed dataset” is related to CSI generation part or CSI reconstruction part, or both?

	CMCC
	Thanks for the clarification on “legacy CSI based monitoring”, we think putting the clarification in the proposal can make us have a common understanding on this bullet.

	Ericsson
	Support

	Huawei/HiSi
	1) For ‘Legacy CSI based monitoring’, in our understanding, it can refer to ‘throughput, BLER, NACK/ACK’ – same feeling as CATT. Alternatively, it can be categorized to 3-4-4 fallback

2) For 
· Input-based monitoring, such as data drift between training and observed dataset
· Output-based monitoring, such as data drift between training and observed dataset which can be observed by the output of CSI generation part
I presume they all belong to the monitoring of single part model (input-based monitoring for UE side model while output-based monitoring for NW side model, rather than E2E)? To make them more generic, we can change to
· Input-based monitoring, such as data drift between training and observed dataset
· Output-based monitoring, such as data drift between training and observed dataset which can be observed by the output of CSI generation part
· Single part monitoring, e.g., monitoring of UE part only or NW part only.
Mod: Generic one is 3-4-1(v2). This proposal is meummarizeummrize all different variations 
3) “Other options” is a bit misleading (sounds like they are “others are not precluded”). Reword to Eventual performance.
· Eventual KPIs Other options (e.g., Throughput, BLER, NACK/ACK).


	FUTUREWEI
	We are ok with the proposal in general. However, we think the categorization of “Input based” and “Output based” may be confusing. For example, “the output of CSI generation part” is included under “Output based” while the NW-side can also treat that as “Input based” monitoring. Rather, we think using “NW side performance monitoring” and “UE side performance monitoring” may be a better option.
Mod: Generic one is 3-4-1(v2). This proposal is meant to summarize all different variations. Input based and output based is the check the statistical difference between training data set and inferencing data set.  


	INTERDIGITAL
	Ok

	LENOVO
	Legacy CSI based monitoring is also confusing to us. We propose the following modification which is based on CATT’s revision in the previous round as well as Huawei’s revision in this round, as follows
· Reuse Intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS) 
· Single part monitoring, e.g., monitoring of UE part only or NW part only.
· Indirect Other options metrics, such as (e.g., Throughput, BLER, NACK/ACK).

	Samsung
	It looks like our comment in the previous round was missed: could you clarify the second bullet on “Input-based monitoring”?
We’re wondering if the following example would belong to that category of “Input-based monitoring”: let’s say that a training dataset was gathered for an LoS environment.  While the UE is applying its trained model, it moves to an NLoS environment; subsequent monitoring of the observed dataset reveals that its distribution corresponds to an NLoS environment (thus, the observed dataset has “drifted” from the training dataset).
Mod: Yes. This is input/output monitoring. Let me rephase it to clarify. 

	Sony
	Support

	Qualcomm
	Support. Regarding the term “legacy CSI based monitoring”, our understanding is any schemes that use legacy CSI (e.g., e-type II) to perform the monitoring.



Proposal 3-4-2(v3):  
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics: 
· Reuse Intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS)
· Input-based monitoring, such as data drift between training and observed dataset
· Output-based monitoring, such as data drift between training and observed dataset which can be observed by the output of CSI generation part
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset 
· Legacy CSI based monitoring: schemes using additional legacy CSI report 
· Eventual KPIs (e.g., Throughput, BLER, NACK/ACK).
	Company
	View

	OPPO
	Support

	Panasonic
	On “Legacy CSI based monitoring: schemes using additional legacy CSI report”, we are not sure whether “additional” is necessary.
Mod: Since this is AI model performance monitoring, the AI based CSI compression is activated by default. Therefore the legacy feedback is “additional”.  

	CAICT
	Support.

	Huawei/HiSi
	Support in principle. 
To clarify:
Does Input/Output monitoring belong to a single sided monitoring? E.g., for Input monitoring, it compares the distribution of only the input CSI to the reference input dataset of training (without using output CSI); for output monitoring, it compares the distribution of only the output CSI to the reference output dataset of training (without using input CSI)?
Mod: Yes, this is the right understanding.  I added a “or”, hope that clarified.   

	NTT DOCOMO
	Support the proposal.

	vivo
	We are supportive of this proposal.

	Xiaomi
	Support.

	Fujitsu
	Fine.

	CATT
	Maybe OK, but similar question as Panasonic: does ‘additional’ means UE should report legacy eType2-based codebook feedback in additional to AI/ML based feedback?
Mod: Yes. 

	CMCC
	Fine.

	ETRI
	We support.

	ZTE
	We are fine with the proposal.

	Nokia/NSB
	Support

	Lenovo
	Support, but legacy CSI based monitoring sub-bullet needs some modification. Suggest the following:
Legacy CSI based monitoring: based on Rel-15/16/17 CSI reporting framework 
Mod: FL feel legacy CSI report should be clear. Referring to proposal 3-5 which is a separate discussion on CSI framework. 

	AT&T
	Support

	Qualcomm
	Support. Suggest keeping input-based and output-based monitoring as separate items, as otherwise it may result in some confusion that both are used.
Mod: It was merged since in v2 discussion, many companies propose to merge them. I added a “or”, hope that clarified.   

	Sony
	Support.

	LG
	Support



Proposal 3-4-3 (closed):  
In CSI compression using two-sided model use case, further study potential specification impact related to assisted information signaling and procedure for model performance monitoring. 
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal.

	 Google
	   Support

	MediaTek
	Support

	 NVIDIA
	 Support

	Ericsson
	Support

	 Lenovo
	We think it should be agreed and clarified which kind of assisted information is needed in this case in 9.2.2.1 discussion. 

	FUTUREWEI
	We are ok with the proposal.

	Intel
	Do we need this agreement? Aspects related to monitoring are discussed in Proposals 3-4-1 and 3-4-2.

	InterDigital
	Ok with the proposal

	CAICT
	Support

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	vivo
	We are in supportive of this proposal.

	CATT
	Support

	NEC
	Support

	OPPO
	Agree

	ETRI
	Support

	LG
	Support

	Huawei/HiSi
	Editorial comment: remove ‘information’. “information” is duplicated with “signaling”, and “signaling” is more generic.
In CSI compression using two-sided model use case, further study potential specification impact related to assisted information signaling and procedure for model performance monitoring

	Xiaomi
	Support

	Fujitsu
	Support.

	Nokia
	Ok

	Sony
	Support.

	CMCC
	Support.

	ZTE
	Support

	Samsung
	Support

	Qualcomm
	It is not clear what assisted information signaling this proposal refers to. Further clarification is needed.
Mod: There are proposals that gNB send output CSI to UE for performance monitoring. Or UE send target CSI to gNB for performance monitoring. 



Proposal 3-4-3(v1 closed):  
In CSI compression using two-sided model use case, further study potential specification impact related to assisted information signaling and procedure for model performance monitoring. 
Please provide your view below:
	Company
	View

	 Huawei/HiSi	
	 Support. To Moderator: in our understanding, the assisted signaling also includes the signaling to trigger/request the monitoring procedure.

	CAICT
	Support.

	Fujitsu
	Support.

	 CATT
	OK.   

	FUTUREWEI
	We are ok with the updated version.

	CMCC
	Support.

	MediaTek
	Support

	NVIDIA
	Support

	Ericsson
	Support. Shouldn’t it be “assistance signalling”?

	InterDigital
	Support

	Lenovo
	Support

	Samsung
	We’re confused by Huawei’s modification, as it now seems that “signaling and procedure” is being “assisted”.  Perhaps this could be reworded as “related to assistance information and procedure”.

	LG
	Support

	ETRI
	Support

	Qualcomm
	We thank the moderator for the clarification. Some types of assistance signaling may result in an increase in signaling overhead and that goes against the goal of CSI compression. For example, the UE sending the target CSI to gNB incurs a lot of overhead, and the necessity of this is not clear. We suggest updating the wording as follows:
In CSI compression using two-sided model use case, further study the need for and potential specification impact (if any) related to assisted assistance signaling and procedure for model performance monitoring.
Mod: the wording “potential” should be enough. Like many other proposals, study might conclude too much overhead.  

	ZTE
	OK with the proposal.

	AT&T
	Support

	Panasonic
	Support

	OPPO
	Support

	Xiaomi
	Support.



Wording update: 
Proposal 3-4-3(v2):  
In CSI compression using two-sided model use case, further study potential specification impact related to assistance assisted information signaling and procedure for model performance monitoring. 

	Company
	View

	NTT DOCOMO
	Support the proposal

	New H3C
	Support in principal

	vivo
	Assistance information can be used for data collection. We suggest adding “… for model performance monitoring and data collection”.
Mod: Previous agree in 110 already cover data collection. 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  

vivo reply:
We are fine with this proposal

	ETRI
	We support

	Panasonic
	We are fine with the proposal.

	OPPO
	Support

	Fujitsu
	Support.

	CATT
	Support.

	CAICT
	Support.

	Xiaomi
	Support.

	CMCC
	Support.

	Ericsson
	Support

	Huawei/HiSi (Upd)
	Support The “information” is typo and should be removed? Should be “assistance signalling”?
In CSI compression using two-sided model use case, further study potential specification impact related to assistance assisted information signaling and procedure for model performance monitoring

	FUTUREWEI
	We are fine with the proposal.

	INTERDIGITAL
	Support

	LENOVO
	Support, agree with vivo’s suggested modification

	Samsung
	Support

	MediaTek
	Support

	Sony
	Support

	Qualcomm
	OK.

	AT&T
	Support

	ZTE
	Fine with the proposal.

	NVIDIA
	Support

	Nokia/NSB
	Support

	LG
	Support



Proposal 3-4-4:  
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Please provide your view below:
	Company
	View

	 NTT DOCOMO
	Support the proposal. The fallback mechanism is helpful to guarantee the CSI feedback performance in any environments.    

	 Google
	   Support

	MediaTek
	Support. Indeed, this fallback mechanism is important but we are not sure how indirect metrics such as BLER and NACK/ACK can be used for fallback mechanism.

	 NVIDIA
	 Support

	Ericsson
	Support in principle but it feels a bit immature to spend valuable time to discuss this in a SI. I believe this is more important in a WI. 

	 Lenovo
	Support

	FUTUREWEI
	We support the proposal.

	Intel
	In our view this can be considered as part of the performance monitoring. We don’t see need to define/study co-existence mechanism at this initial stage. 
Mod: Would you please clarify whether you mean co-existence mechanism should be studied after fallback? 

Intel: We can accept the proposal. 

	InterDigital
	Support the proposal

	CAICT
	Support

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	vivo
	We support the proposal as fallback mechanism is necessary in LCM for CSI compression.

	CATT
	Support. This is important to guarantee the robustness when AI/ML approach is incorporated in NR framework.

	NEC
	Support

	OPPO
	Agree

	LG
	Support

	Huawei/HiSi
	Support.

	Xiaomi
	Support

	Fujitsu
	Support.

	Nokia
	Ok

	Sony
	Support

	CMCC
	Support.

	ZTE
	Support

	Samsung
	Support

	Qualcomm
	Support

	New H3C
	Support in principal

	LG
	Support




Framework, UE capability, and other topics
Following table summarize company’s proposals related to framework. 
	Huawei
	Proposal 3: For the study of life cycle management for CSI feedback use case, discuss use case specific procedures in 9.2.2.2, including data collection, training, updating, inference, monitoring, fallback, and UE capability.
•	FFS: [model registration], and [model configuration]
Proposal 17: Study the potential specification impact for UE capability, including the following as a starting point: data collection, dataset delivery, training, model switching, model updating, monitoring, and CSI report timeline.

	Spreadtrum communications
	Proposal 1: Legacy CSI framework can be reused for the sub use case – Spatial-frequency domain CSI compression. Additional enhancement can be considered.
Proposal 2: Aperiodic CSI reporting should be considered firstly.
Proposal 3: The configuration of CSI-ResourceConfig and/or CSI-ReportConfig should be enhanced.
Proposal 7: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.

	Vivo
	Observation 1:	Capability report for CSI compression includes the following aspects: 1) storage capability; 2) model training capability; 3) model transfer capability.

	Google
	Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.
Proposal 7: The AI/ML based CSI compression should consider the following types of UE: 
•	Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
•	Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)

	LG Electronics
	Proposal #2: Consider enhancement of CSI-RS/CSI reporting configurations for AI/ML based CSI feedback. 
Proposal #3: Consider enhancement of UE CSI processing procedure including CPU and CSI reference resource for AI/ML based CSI reporting.


	CATT
	Proposal 12: For spatial-frequency domain CSI compression using two-sided AI model, the traditional CSI reporting framework can be reused, and a new reporting quality is defined for AI/ML based CSI feedback.

	Intel
	Proposal 12:  
•	The study of AI/ML based CSI compression should be based on the legacy CSI feedback framework including CSI measurements, CSI reporting and UE capabilities

	Xiaomi
	Proposal 11: Performance and model size should be considered to determine the method of training scalable/generalized AI/ML model.

	CMCC
	Proposal 11: For CSI compression using two-sided model use case, the enhancement on CSI processing time and the definitions of Z and Z’ could be studied.

	ETRI
	Proposal 2: For AI/ML model-based CSI compression sub use case in NR air interface, study PCA based CSI compression.

	NEC
	Proposal 6: Support the location/CQI report timing set mapping table based on AI/ML.
Proposal 7: Support the location/CQI periodicity mapping table based on AI/ML.

	Apple
	Proposal 2: The study of AI/ML based CSI compression specification impact can use the legacy CSI feedback signaling framework as a starting point.

	NTT Docomo
	Observation 3: The existing framework can be reused to some extent if CSI type for input/output is eigenvector(s) for spatial-frequency domain CSI compression.
Observation 4: If CSI type for input/output is raw channel matrix for spatial-frequency domain CSI compression, DL CSI might be useful for other usages in addition to precoding matrix calculation.



Proposal 3-5 (closed): 
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework, with further enhancement on CSI-RS/CSI reporting configurations and CSI processing procedures.   
Please provide your view below:
	Company
	View

	NTT DOCOMO
	Support the proposal. 

	 Google
	Support

	MediaTek
	Support

	 NVIDIA
	 Support

	Ericsson
	Support

	Lenovo
	We believe this depends on details of model transfer signaling and dataset transfer, e.g., whether specification-based model/dataset transfer is needed as discussed in 9.2.1. Therefore, we prefer to defer the proposal until we make agreements on potential model transfer signaling and dataset transfer for CSI compression framework
Mod: This is independent of model transfer.  

	FUTUREWEI
	We are ok with the proposal.

	InterDigital
	Ok with the proposal

	CAICT
	Support

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	vivo
	We agree with Lenovo to defer the proposal until more progress is made in 9.2.1.
Mod: Please clarify which part of 9.2.1 discussion should make progress?   

	CATT
	Support.

	NEC
	Support

	OPPO
	Ok with the proposal

	LG
	Support

	Fujitsu
	Support.

	Nokia
	Ok

	Sony
	Support

	CMCC
	Support.

	ZTE
	Fine with this proposal.

	Samsung
	Can you clarify the definition of “legacy CSI feedback signaling framework”?  Since AI/ML-based CSI compression would entail a new feedback signaling framework, it’s not clear how the “legacy framework” would be a proper baseline in this case.
Mod: The legacy CSI feedback framework prefer to NR CSI feedback framework. For example, configuration by higher layers with N≥1 CSI-ReportConfig, M≥1 CSI-ResourceConfig Resource Settings etc.  
Signaling for data collection, inferencing, can use the CSI feedback framework as a starting point to enhance.   

	Qualcomm
	Further clarification would help on the meaning of the proposal. Specifically, what is being precluded?
Mod: This is the set the starting point for AI based CSI signaling framework. Do not really see anything is precluded.  



UE capability related proposals will be discussed later, after UE capabilities are discussed in 9.2.1.  
Potential specification impact for CSI prediction using one sided model  
The following table summarizes proposals on potential specification impact on CSI prediction.   

	AT&T
	 Proposal 5: Study the specification impact of both gNB and UE-sided CSI prediction.

Proposal 6: For the UE sided CSI prediction, the following specification impacts need to be studied,
•	Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
•	Potential specification for life-cycle management procedure, e.g., model selection, model configuration, model activation/de-activation, model switching across various configurations/scenarios.
•	Timing alignment information for UE and gNB for prediction model
•	CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI periodicity
•	NW-based AI model performance monitoring and UE-based AI model performance monitoring 
•	Co-existence and fall-back mechanisms between AI/ML mode and legacy non-AI/ML mode. 

Proposal 7: For the gNB sided CSI prediction the following specification impacts need to be studied,
•	Reporting of additional information such as Doppler to be used as input to the CSI prediction model.
•	CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI periodicity
•	NW-based AI model performance monitoring and UE-based AI model performance monitoring 
•	Performance monitoring KPIs
•	Assisted information and performance report
•	Co-existence and fall-back mechanisms between AI/ML mode and legacy non-AI/ML mode.

	Vivo
	Proposal 11:	Study the specification impact of both UE-based and joint UE-gNB CSI prediction.
Proposal 12:	For UE-based CSI prediction, study on specification impact at least includes the following aspects
•	Capability report of CSI prediction
•	gNB’s activation, deactivation, configuration and adjustment of AI based CSI prediction, and UE’s request on such actions
•	gNB and UE’s alignment on prediction related time domain configuration information
•	Supported CSI-RS configurations (e.g., CSI-RS time domain type(s))
•	Correct CSI reference resource definition
Proposal 13:	Further study feedback enhancements to facilitate joint UE-gNB prediction. 
Proposal 14:	Study on LCM aspects of CSI prediction at least includes the following
•	For performance monitoring, functionality of using dedicated CSI-RS and reporting process to derive label with lower noise and interference
•	LCM of chained AI model (e.g., for AI-based prediction and compression)
•	Finetuning process of AI-based CSI prediction

	MediaTek
	Proposal 6: Discuss the potential spec impact for CSI prediction.

	Apple
	Proposal 15: For CSI prediction use case, potential specification impact including UE capability signaling, UE request and NW activation/de-activation signaling.    

	NVIDIA
	Proposal 3: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be studied to assess the specification impact of performing CSI prediction at gNB side vs. UE side.

	Interdigital
	Observation 3:	Potential benefits from CSI prediction using AI/ML are observed and its specification impacts includes: new CSI report types, new CSI reporting mechanisms, prediction validity procedures and new RS configurations.



Proposal 4-1: 
If time domain CSI prediction using one-sided model is selected as a representative sub-use case, further study potential specification impact of UE-side CSI prediction and NW-side CSI prediction.

Please provide your view below:
	Company
	View

	 MediaTek
	Support

	 NVIDIA
	 Support

	Ericsson
	Support

	 Lenovo
	We prefer to focus on selecting a sub-use case in this meeting from “CSI prediction” and “temporal-spatial-frequency domain compression”, and then we can focus on details of the sub-use case

	CAICT
	Support

	AT&T
	Support

	Panasonic
	We are fine with the proposal.

	vivo
	support

	CATT
	OK.

	NEC
	Support

	OPPO
	Support

	LG
	It can be discussed further after concluding the sub-use case for the CSI feedback. 

	 Huawei/HiSi
	   Support

	Xiaomi
	Support

	Fujitsu
	Support.

	Nokia
	Ok

	Sony
	Support

	CMCC
	Support.

	ZTE
	Support

	Samsung
	Support
In particular, we prefer to study UE-side prediction, since NW-side prediction 1) may be outperformed by UE-side prediction and 2) may have no spec impact.

	Qualcomm
	We prefer to down-select whether the one-sided model is on the UE-side or the network-side before selecting time-domain CSI prediction as a representative sub-use-case. We prefer to focus on UE-side CSI prediction.

	New H3C
	Support in principal




Proposal 4-2: 
If time domain CSI prediction using one-sided model is selected as a representative sub-use case, further study potential specification impact including at least: 
· Capability report of CSI prediction such as processing time, max future predicted time step etc.
· LCM related procedure such as activation/deactivation, configuration, switching, performance monitoring. 
· CSI reporting and CSI-RS configurations
· gNB and UE’s alignment on prediction related time domain configuration information

Please provide your view below:

	Company
	View

	 MediaTek
	Support

	 NVIDIA
	 Support

	Ericsson
	Support

	 Lenovo
	As commented above, we prefer to focus on selecting a sub-use case in this meeting from “CSI prediction” and “temporal-spatial-frequency domain compression”, and then we can focus on details of the sub-use case

	Intel
	We do not support to study UE capability at this early stage. We prefer to focus on feature, capability for the feature can be discussed later. 

	CAICT
	Support in principle. 

	AT&T
	Support

	vivo
	support

	CATT
	Support.

	NEC
	Support

	OPPO
	We prefer to keep this discussion open and collect more views.

	LG
	Agree with Intel

	 Huawei/HiSi
	   Support

	Xiaomi
	We are open to discuss it.

	Nokia
	Ok

	Sony
	Support

	CMCC
	Support.

	ZTE
	Open to discuss it.

	Samsung
	Support with the caveat that “max future predicted time step” in the first bullet should be clarified; one suggestion is “max future predicted time step (i.e. indication of one or multiple future instances where channel will be predicted)”

	Qualcomm
	These can be discussed after deciding whether CSI prediction is selected as a representative sub-use case.

	New H3C
	Support in principal



Proposals for Oct 13 GTW

Proposed conclusion 2-1: 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Proposed conclusion 2-2: 
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

[6 companies support option 1, and 10 companies support option 2. ]
Proposed conclusion 2-3(v2): 
Option 1: Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 

Option 2: Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 

• Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression
• No special EVM or spec impact discussion for the temporal-spatial-frequency domain CSI compression is needed in addition to for the use of past CSI for spatial-frequency domain CSI compression

Proposal 2-4: 
Time domain CSI prediction using one sided model is selected as a representative sub-use case for CSI enhancement.   

The following 3 sub-types can be discussed together.   

Proposal 3-1-1(v1): 
In CSI compression using two-sided model use case with training collaboration type 1, the following sub-types are identified will be further studied:
· Type 1-1: With specified CSI compression model and/or CSI reconstruction model transfer delivery between network side and UE side. 
· Type 1-2: With specification-transparent CSI compression model and/or CSI reconstruction model transfer delivery between network side and UE side	
· Note: potential CSI compression specific model transfer spec impact, if any, will NOT be discussed until further progress in 9.2.1 on model transfer. 
Proposal 3-1-2(v1): 
In CSI compression using two-sided model use case with training collaboration type 2, the following sub-types are identified will be further studied:
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side. 
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
· Note: type 2-2 is for further pros/cons study of each solution in the SI, without any potential specification impact discussion.  
Proposal 3-1-4(v1): 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, the following sub-types are identified will be further studied:
· Type 3-1: With specified interactions for dataset used for model training in another entity
· Type 3-2: Interactions for dataset used for model training in another entity are specification-transparent between network side and UE side
· Note: type 3-2 is for further pros/cons study of each solution in the SI, without any potential specification impact discussion.  

Proposal 3-4-1(v1):  
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, NW will further for makeing decisions of model activation/ deactivation/updating/switching    
Proposal 3-4-3(v1):  
In CSI compression using two-sided model use case, further study potential specification impact related to assistance assisted information signaling and procedure for model performance monitoring. 
Proposal 3-4-4:  
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Proposals for Oct 18 GTW
Proposal 2-4(v1): 
Time domain CSI prediction using one UE sided model is selected as a representative sub-use case for CSI enhancement.   

Proposal 3-1-3(v1): 
In CSI compression using two-sided model use case with training collaboration type 2-1, further study necessity, feasibility, and potential specification impact on:
· Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., training data. 
· Information exchanges between the UE and network during the joint training stage, including FP/BP information exchange.

Proposal 3-1-5(v2): 
In CSI compression using two-sided model use case with training collaboration type 3-1, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· Note: other aspects are not precluded.  

Proposal 3-3-3(v2): 
In CSI compression using two-sided model use case, when if RI is configured to be reported, legacy RI determination report procedure can be reused as a starting point. 
· Further enhancements are not precluded

Proposal 3-3-6(v2): 
In CSI compression using two-sided model use case, define and study quantization methods, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, quantization resolution etc
· Configuration/updating of the quantization methods   
Proposal 3-3-7(v2): 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization method alignment for training collaboration type 2 and type 3 between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE

Proposals for email endorsement 
Proposal 3-4-1(v2):  
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, NW will further makes decisions of model activation/ deactivation/updating/switching    

Proposal 3-4-3(v2):  
In CSI compression using two-sided model use case, further study potential specification impact related to assistance assisted information signaling and procedure for model performance monitoring. 
Proposal 3-4-4:  
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Proposals for Oct 19 GTW
Updated based on email discussion: 
Proposal 3-4-2(v3):
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Reuse Intermediate KPIs as monitoring metrics Direct metric such as (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input/Output data based monitoring: such as data drift between training dataset and observed dataset  and out-of-distribution detection
 


FL recommendation
We need to align understanding on some basic terminology for proposal 3-3-2, 3-3-4 and 3-3-5, so we can have a more productive discussion in next meeting.
Concerns raised by companies that “target CSI” is used in 9.2.2.1, which is based on ideal channel estimation used to calculate SGCS. In deployment, for inferencing, we would not have any ideal channel, only realistic channel estimation. Therefore, target CSI should be avoided.
For inferencing operation, after email discussion, the group agreed that “target CSI with realistic channel” will be used for future discussion. UE can calculate “target CSI with realistic channel” is based on DL measurement. “Target CSI with realistic channel” is the ideal version of output CSI, without any compression loss.  
In addition, pre/post-processing is related to angular-delay domain conversion. Precoding matrix calculation is not part of pre/post processing.
A few examples when output CSI is precoding matrix.  
·      Simplest case: eigenvector input, eigen vector output:  input CSI = objective CSI = CSI compression model input CSI.
·      Another example, input CSI can be estimated channel, objective CSI and output CSI is eigen-vector. Thus, input CSI and output CSI may be of different types".
For output CSI is channel matrix, objective CSI and output CSI will be the channel matrix.  
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Appendix: previous agreements 
[bookmark: _Toc104974217]RAN1 #109e
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

R1-2205556	Summary #2 on other aspects of AI/ML for CSI enhancement		Moderator (Apple)

[bookmark: _Toc104974218]RAN1 110
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  
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