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Introduction
[bookmark: _Hlk510705081]In the SID on AI/ML for NR air interface [1], it was agreed to evaluate the performance benefits of AI/ML methods for different use cases such as CSI feedback enhancements, positioning accuracy enhancements and beam management. Additionally, in the RAN1#109-e and RAN1#110 meeting, more agreements were reached on defining the AI/ML terminologies, frameworks, use cases, evaluation methodologies, KPI’s etc.
In this contribution we present our initial evaluation results of beam prediction in spatial domain and our views on the evaluation methodologies and KPI’s.
Discussion
In RAN1#110 meeting, some agreements were made regarding Set B, which is the set of beam measurements that are given as input to the AI/ML model for spatial domain beam prediction.Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B
· Note: This does not preclude the alternative that Set B is different from Set A.


In the first option, since Set B is fixed during training and inference, the AI/ML model will be trained only on single input pattern. This can help make the model simpler and the performance of the model can also be better. In this contribution we only consider Option 1, when the Set B is fixed across training and inference.
As for the number of beams pairs in Set B, multiple values should be studied as this can help in studying the tradeoff between performance and overhead reduction. In this contribution we consider scenarios when the number of beams in Set B is 64 ,32 and 16.
Evaluation Results
In our simulations we followed the simulation parameters that were agreed in the RAN1#109-e and RAN1#110 meeting. The detailed simulation assumptions are given in the Appendix. According to the simulation assumptions, the gNB is equipped with a single panel which has 64 antennas, and the UE has two antenna panels having a total of 8 antenna elements. The gNB antenna array supports 16 transmitting beams using 2 beams in vertical and 8 beams in horizontal and the UE supports a total of 8 receiving beams (4 beams in horizontal for each panel). So, in total there are 128 possible transmit-receive beam pairs.
The dataset was generated using system level simulations based on the simulation parameters given in the appendix. Out of the around 30000 samples generated using SLS, 80% of data points are used for training, 10% for validation and 10% for testing. Since the RSRP values can be quite varied, we normalize the RSRP values before giving it as input to the AI/ML model.
We modelled the ML model as neural network with two fully connected layer and one dropout layer. The activation function used at the fully connected layer is ReLU and softmax function is used as the activation function at the output layer. The DNN was trained for a maximum of 50 epochs with a batch size of 16. The lost function used was categorical cross entropy and an Adam optimizer was used to minimize the loss. The details of the AI/ML model are summarized in Table 1.
Table 1 AI/ML model details
	Parameter Name
	Parameter Value

	Architecture
	· Input layer with 64, 32 or 16 nodes
· Hidden layer with 128 node and ReLU activation function
· Hidden Layer with 256 node and ReLU activation function
· Dropout layer with dropout rate of 50%
· Output layer with 128 nodes and softmax activation function

	Activation function
	ReLU

	Loss function
	Categorical cross entropy

	Optimization function
	ADAM with learning rate of .001

	Dataset size
	7(cell) * 3(sector) * 10(user per sector) * 150 (drops) = 31500

	Train/Validation/Test splits
	80%/10%/10%

	Number of epochs
	50

	Batch size
	16

	Model Complexity
	68.18 kFLOPS




With AI/ML model, the performance of three scenarios is evaluated, in which each scenario has fixed Set-B of beams for training and inference and the size of Set-B is varied across the scenarios. The details of the three scenarios are given below.
Case 1: Set-B has 64 beams pairs, made of 8 transmit and 8 receive beams. The fixed beam pattern used for this scenario is show in Figure 1.
Case 2: Set-B has 32 beam pairs, made of 8 transmit and 4 receive beams. The fixed beam pattern used for this scenario is show in Figure 2.
Case 3: Set-B has 16 beam pairs, made of 4 transmit and 4 receive beams. The fixed beam pattern used for this scenario is show in Figure 3.
Figure 1 Fixed beam pattern for Case 1.
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Figure 2 Fixed beam pattern for Case 2.
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Figure 3 Fixed beam pattern for Case 3.
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The simulation results for all the three cases are summarized in Table 2.
Table 2 Simulation results
	
	Subset size
	Overhead reduction
	Average L1-RSRP difference (dB)
	Top-1 accuracy
	Top-5 accuracy
	Top-10 accuracy

	Case 1
	64
	50%
	0.39
	75.68%
	94.51%
	97.49%

	Case 2
	32
	75%
	0.83
	70.48%
	91.43%
	95.87%

	Case 3
	16
	87.5%
	1.71
	67.21%
	87.46%
	92.83%



In Figure 4, the CDF plot for RSRP difference between the best beam and best predicted beam is shown. The mean RSRP difference is <2dB for all the scenarios.
In figure 4, the top-k accuracy with different number of beams in Set B is compared. It is evident form the results that the accuracy of the AI/ML model increases as the number of beams in Set B increases. But increasing the number of beams used for AI/ML model input comes with an increase overhead as the UE needs to report more measurements.
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Description automatically generated]Figure 4 Top-K accuracy for different number of beams in Set B.
Figure 5 RSRP Difference between best beam and best predicted beam.


From the simulation results, the accuracy of the model reduces with reduction in the subset size at the cost of an increase in overhead reduction. Also, the average RSRP difference also increases as the subset size reduces.

Observation 1: When Set B is fixed, i.e., when fixed beam pattern is used, spatial domain beam prediction achieves sufficiently high performance with 50% overhead reduction.
Observation 2: When the size of Set B is increased, the performance of the AI/ML model improves.
Conclusion
In this contribution we discussed evaluation on AI/ML for beam management. Based on the discussion we made the following observations and proposals.
Observation 1: When Set B is fixed, i.e., when fixed beam pattern is used, spatial domain beam prediction achieves sufficiently high performance with 50% overhead reduction.
Observation 2: When the size of Set B is increased, the performance of the AI/ML model increases.
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Appendix
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD,
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	3km/h

	UE distribution
	100% outdoors

	BS Antenna Configuration
	[One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]

Azimuth angles (degrees) = [-78.75, -56.25, -33.75, -11.25, 11.25, 33.75, 56.25, 78.75]
Zenith angles (degrees) = [112.5, 157.75]


	UE Antenna Configuration
	Panel structure: (M, N,P) = (1,4,2)]
2 panels (left, right) with (Mg, Ng) = (1, 2) 
Azimuth angles (degrees) = -67.5, -22.5, 22.5, 67.5] 

	BS Tx Power
	40 dBm

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m
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