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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:

· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

· Type 2: Joint training of the two-sided model at network side and UE side, repectively.

· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).

· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW

· Other collaboration types are not excluded. 

Conclusion

CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion

Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least

· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 

· CQI determination

· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least

· Model output type/dimension/configuration and potential post processing 

Agreement

In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  

· Assistance signaling for UE’s data collection  

· Assistance signaling for gNB’s data collection  

· Delivery of the datasets.  

In this contribution, we will provide some discussions on AI/ML for CSI feedback.
2. Discussions 
2.1 General views
In CSI compression using two-sided model use case, spatial-frequency domain compression is widely supported is selected as one representative sub use case in RAN1 #109. When UE is performed CSI feedback, temporal information could also be used to further reduce overhead. With fixed CSI feedback gap, e.g. 5ms, the spatial consistence of different samples to be feedbacked is high for low mobility UE. AI-based CSI compression has the potential to identify the spatial consistence to further reduce CSI feedback overhead without performance loss [2]. 

Proposal 1: Temporal-spatial-frequency domain CSI compression using two-sided model should also be selected as representative sub use case. 

CSI prediction is another use case for CSI feedback. In principle, with predicted CSI information, the gap between CSI feedback at UE side and actual CSI feedback utilization at gNB could be compensated. In order to have better prediction performance, CSI prediction at UE side is preferred, since UE could have more accurate CSI information than gNB. The performance of AI/ML based channel prediction is studied by many papers. With accurate prediction time, the performance of CSI prediction for target RBs could be ensured. 

Joint CSI prediction and compression is also proposed in last meeting. There are mainly two ways to realize the joint design. One is to make CSI prediction and compression with one AI/ML model. The other one is to use one AI model for CSI prediction and one for CSI compression. There is no clear evidence that one AI/ML model solution is better than two model solution. With two model solution, the training strategy and spec effect could be studied separately, which make the study progress easy to proceed. 

Proposal 2: CSI prediction as a representative sub use case could be studied till RAN#98 for further down-selection. 

2.2 Potential standard impact
In CSI compression using two-sided model use case, three AI/ML model training collaborations will be further studied. The potential standard impacts are different for the three types. 

· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

If two-side AI model is trained at a single side/entity, model delivery/transfer is required for AI model deployment. In general, network-side could get more accurate information for the serving area to train a better model to serve more UEs. Therefore, the main use case for Type 1 joint training should be AI model training at network-sided. 

Proposal 3: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.

For network-sided model training, dataset construction process should be considered. The dataset for training could be composite by online feedback data and offline data. Online data should come from UE feedback while offline data could be from field test, synthetic data or historic feedback data. Besides, for AI model life cycle management, some data samples should also be transferred from UE to gNB side to make performance monitoring. In order to support Network-sided training and performance monitoring, original CSI information feedback from UE to network should be considered.
Proposal 4: In order to support joint training of the two-sided model at Network-sided, original CSI information feedback from UE side to network should be considered.
AI model delivery/transfer over air interface should also be considered for Type 1 joint training. The details of AI model delivery/transfer mechanisms are related to AI model format, AI model size, AI model deployment requirements and etc. The AI model format could follow open AI model protocols. The size of AI model to be transferred should be constrained. If AI model size is over several hundreds of Mbytes, the burden of AI model transfer is high. When UE receives AI model from network, UE should test the model and inform network whether the AI model could be used. 

Proposal 5: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.

· Type 2: Joint training of the two-sided model at network side and UE side, respectively.

For joint training of the two-side model at network and UE side, dataset will be at either UE or network side and intermediate results should be transferred between network and UE. The main component of intermedia results would be gradient values. The number of gradient values of one training process is proportional with AI model size. Besides, if multiple iterations are required for model training process, data transmission will also increase significantly. In order to control the burden of intermedia results transfer, the amount and times of intermedia results transmission should be limited as much as possible.
Proposal 6: In order to control the burden of intermedia results transfer of joint training of the two-side model at network and UE side, the amount and times of intermedia results transmission should be limited as much as possible.

Dataset construction for joint training of the two-side model at network and UE side is also important. The dataset for training could be composite by online feedback data and offline data. Online data at network should come from UE feedback. For UE original joint AI model training, UE could collect data for AI model training. Some data samples are required from UE to network side to make performance monitoring. 

Proposal 7: Original CSI information feedback from UE side to network is also needed for joint training of the two-sided model at network side and UE side. 
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

For separate training at network side and UE side, network should transfer dataset to UE for CSI generation part training. The size of dataset is highly depended on the AI model design at UE side. In principle, there is a tradeoff between AI model size and compression accuracy. Large AI model also requires more data to complete AI model training. Therefore, some UE side AI model information exchange between UE and network side should be considered. 

Proposal 8: Dataset transfer from network to UE and AI model information exchanging between UE an network side should be considered for separate training at network aide and UE side. 

3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1: Temporal-spatial-frequency domain CSI compression using two-sided model should also be selected as representative sub use case. 

Proposal 2: CSI prediction as a representative sub use case could be studied till RAN#98 for further down-selection. 

Proposal 3: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.

Proposal 4: In order to support joint training of the two-sided model at Network-sided, original CSI information feedback from UE side to network should be considered.
Proposal 5: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.

Proposal 6: In order to control the burden of intermedia results transfer of joint training of the two-side model at network and UE side, the amount and times of intermedia results transmission should be limited as much as possible.

Proposal 7: Original CSI information feedback from UE side to network is also needed for joint training of the two-sided model at network side and UE side.
Proposal 8: Dataset transfer from network to UE and AI model information exchanging between UE an network side should be considered for separate training at network aide and UE side. 
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