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1	Introduction 
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. It will be the first study of AI/ML technology in 3GPP RAN1. The study item will explore 3GPP frameworks to enable AI/ML including, for example, AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, and life cycle management. The study should quantify the performance, robustness, complexity, and potential specification impact of AI/ML based solutions.
One use case identified for the pilot study is beam management, with the following agreements and conclusions from RAN1#109e and RAN1#110:
	RAN1#109e

Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies

Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies

Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

RAN1#110

Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.
Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output





In this contribution, we discuss aspect of the beam management use case and potential specification impacts. General aspects on AI/ML functional frameworks, life cycle management (LCM), UE capabilities, and AI/ML model testing, which apply more widely than this use case, are discussed in [2]. Evaluation methodologies for the beam management use case are discussed in [3].
2	 Discussion on AI/ML input and output
2.1	Overview
In this section, we present our view on the inference stages discussion of AI/ML for the beam management use case. In RAN1#110, there is an agreement on a set of alternatives for AI/ML output, and a conclusion from RAN1#109e on a set of input alternatives. It is first important to highlight that we are not discussing defining the exact model input nor output. Instead, the discussion focuses on the potential input to a pre-processing stage, and output from post-processing stage (captured in Note 6 from agreement concerning AI/ML output). 
[image: ]Our understanding of the discussion is highlighted in the figure below.

Figure 1 Overview of the AI/ML model inference stages
Examples of the above flowchart can comprise of:
AI/ML input: AI/ML input to the pre-processing stage, e.g. beam RSRP measurements, channel impulse response, UE location, UE speed etc.
Pre-processing: Filtering or normalization of the AI/ML input. 
Model-inference: Likeliness that each beam is the strongest (e.g. by training a model to minimize the binary cross-entropy).
Post-processing: Selecting the top-N beam with highest likeliness of being strongest
AI/ML output: Any of the agreed alternatives from RAN1#110
2.2	AI/ML input
For the AI/ML input, there might be need to standardize new assistance information for both UE-sided and NW sided models. Moreover, the pre-processing might be subject to standardization, for example the UE could perform some pre-processing to limit the over-the-air signalling of data to be used for NW-sided model inference. A set of AI/ML input information were discussed and concluded in RAN1#109, with an FFS of potential assistance information.
It is important to study potential assistance information for improving the beam prediction model performance. One alternative listed in FFS is Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.). Such alternative assumes that for UE-sided beam prediction, the NW can provide its TX beam shape information, and UE can use such information to make initial assumptions on how different TX beams are correlated and thereby design ML-models that utilize such TX beam information to perform better beam prediction. The UE could for example select to train a model that predicts beam(s) having similar pointing angles as another set of beams. Similar assumption could be made for NW-sided beam prediction, where RX beam shape information can be obtained and used for beam prediction. However, the effective channel of the beamformer cannot always be estimated using a beam pointing angle and width, since the properties of the beams are more complex and, in some cases (e.g., under NLoS conditions and/or depending on the UE 3-D location relative to the gNB), the sidelobes of a beam can be optimal for one UE. Hence, the feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable. 
[bookmark: _Toc115451759]The feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable.
It is expected that AI/ML based beam prediction should be designed using a data driven approach, that is, rather than asking for very detailed beam shape information, an AI/ML model for downlink beam prediction should use the collected radio measurement data from different gNB TX/RX beams for itself to learn the gNB TX/RX beam correlations/properties and utilize this learned info when performing prediction of gNB beams. One potential issue with this data driven approach of learning the gNB TX/RX beam correlations/properties is that different sites/cells may have different antenna/beam configurations, and even within the same cell, there can be scenarios where antenna/beam configurations are adjusted to better fit to the current traffic load situations. To enable a trained AI/ML model either at the UE or Network side to be generalized to many different scenarios and/or antenna/beam configurations, a NW or UE antenna/beam configuration ID can be used for the AI/ML model design, where each NW/UE antenna/beam configuration ID can represent a specific NW/UE antenna/beam configuration. Hence, for the beam prediction use cases, the NW or UE antenna/beam configuration ID can be considered as a type of assistance information for beam prediction. Such configuration ID can be used to provide UE with a consistency in NW behaviour that are valid for a longer period (days/weeks/months), than the consistency assumed for existing CSI-RS IDs for example.
[bookmark: _Toc110412759][bookmark: _Toc115451762]Assistance information related to “beams” should focus on information related to NW antenna/beam configuration ID or UE antenna/beam configuration ID
The standardization effort to introduce any type of assistance information to the AI/ML Model should be considered. Certain features such as UE position (and/or finer/enhanced L1-RSRP reporting) or direction information could already be obtained from positioning feature. On the contrary, it could take a big effort to find any general solution for describing beamforming configurations that covers all potential solutions. It is therefore proposed to initially focus on information that can be available with low effort, or easily defined such as UE positioning information or a beam identifier.
In selecting assistance information to the AI/ML input, the standardization and specification effort, as well as simplicity of obtaining the information should be taken into consideration.
[bookmark: _Toc115451763]Prioritize assistance information that can be obtained with low standardization effort, such as UE position information
To build accurate temporal beam prediction models, one need to capture the dynamics of the UE mobility as AI/ML input features. There are several options on how such dynamics could be captured. One option listed as alternative 1 in the conclusion to include a history of L1-RSRP reports. The advantage of this approach is that the beam predictions are solely based on the UE radio measurements and does not require any external technology such as Inertial Measurement Units (IMUs). The downside is that it might require a long observation time window to capture the time-dynamics in such model, this might lead to the need for observing several time-instances before using the model. This could limit the benefit of a potential beam predictor for short-burst traffic (e.g. web-traffic). In an alternative approach, the mobility of the device could be captured via UE direction and orientation information. This information can hence be used to estimate a directivity of the UE and enable beam predictions, for example in combination with the latest UE beam L1-RSRP measurements. This hence reduce the need for a long observation time and can be used instantaneously upon receiving a UE direction information and latest beam RSRP measurement. 
[bookmark: _Toc115451764]Study assistance information that captures dynamic UE movement (e.g. using sensors)
2.3	AI/ML output
The exact AI/ML model output is not expected to be standardized; however, the potential AI/ML output (after post-processing) might be subject for standard impact. For example, to indicate a predicted strongest beam for UE-sided models further discussed in subsequent section on specification impact for AI/ML model inference. The FFFs on the potential output should be discussed after sufficient progress have been made in the standard impact on AI/ML model inference agreement.
[bookmark: _Toc115451765]Further define the FFS on AI/ML output after sufficient progress is made on studying the specification impact for AI/ML model inference aspects
3	Potential specification impacts 
3.1	New or enhanced mechanism(s) to facilitate data collection for AI/ML model training 
3.1.1	Content/type of the collected data
For beam management use cases, the collected data for model training can include radio measurements (e.g., L1-RSRP on the DL-RS resources associated with set A and set B of beams) and potential assistance information that can be used for improving beam prediction accuracy or/and AI/ML model generalization. 
As discussed in the section 2.2, instead of collecting detailed beam shape information, an AI/ML model can use the collected radio measurement data from different gNB TX/RX beams for itself to learn the gNB TX/RX beam correlations/properties and utilize this learned information when performing beam prediction of gNB beams. To achieve this, for UE-sided beam prediction of gNB beam, the NW could transmit DL-RS resources over all its TX beams for the UE to collect measurement data for training its AI/ML model. For NW-sided beam prediction of gNB beams, to obtain the gNB TX/RX beam correlation information, the NW can either configure the UE to report gNB DL beam measurements for each of the UEs RX beams or configure the UE to perform SRS transmissions from all different UE TX beams and in that way collect the measurement data using channel reciprocity. The mapping between beam configurations (e.g., beam ID) and RS resources can be either explicitly signalled to the UE, or implicitly indicated in RS resource configurations. In addition, a NW antenna/beam configuration ID or a UE antenna/beam configuration ID can be collected for UE-sided or NW-sided AI model to classify measurement data collected in different scenarios or/and under different antenna/beam configurations.
In general, any relevant assistance information providing performance gains during evaluations should be subject for new potential data collection. It is to be seen if such information can motivate a new mechanism for collecting such data. 
It is important to firstly study the requirements on data collection for the discussed beam management use case, justify the usefulness of these data for the AI model design during evaluations, and then, study the mechanisms for collecting these data for beam management use cases. The data collection requirements can include the quality of measurement data, the minimum number of measurement beams contained in Set B, the requirement on assistance information (e.g., which assistance info is needed, the timescale for collecting such assistance info, the quality/accuracy requirement on the assistance info), etc.
[bookmark: _Toc115451766]The necessity of collecting assistance information together with the radio-measurement should be firstly studied and justified before discussing the method for collecting this type of data.
3.1.2	Signalling/configuration/measurement/report for data collection
The following aspects can be studied to identify potential standard impact with respect to data collection for the considered beam management use cases:
a) Signalling for DL-RS or UL-RS resource set configurations
This is to facilitate radio measurement data collection at UE/NW-sided AI/ML model training. DL-RS configuration is needed for the UE/NW to collect DL radio measurement data for NW-sided or UE-sided AI/ML model training for DL spatial/temporal beam prediction. Using channel reciprocity, the UL radio measurement data can be collected at the NW-sided to train a DL beam prediction AI/ML model. In this case, signalling for UL-RS resource configuration is required.
b) Signalling for collecting assistance information for UE/NW-sided AI/ML model training, if justified.
Examples include UE location, UE direction, UE orientation, RX beam ID related information that can be used for assisting the NW to perform better beam prediction.
c) Signalling and configurations to support UE performing data logging/collection for UE/NW-sided model training 
Examples include the triggering events/signalling to initiate a UE to start data logging/collection, configuration of measurement occasions and the logging periodicity for periodic data logging case, etc.
d) Signalling and configurations to support UE reporting the collected/logged data to the NW for NW-sided model training.
In case the NW collects data via UEs’ DL-RS measurement report, potential standard enhancements on UE CSI reporting configuration need to be studied for NW-sided model training. The UE CSI reporting configuration may include aspects of report content, report quantity, report quality requirements, report types (periodic/semi-persistent/aperiodic). The conditions to trigger a UE reporting logged/measurement data to the NW and the signalling to support NW to request a UE reporting logged/measurement data should also be investigated.
e) Signalling for UE to indicate its data collection capability 
The UE should be able to indicate its capability for the considered beam prediction use cases.

[bookmark: _Toc115451767]Based on the study outcome from RAN1, study the following aspects for data collection for the beam management use case in RAN2: 
1. [bookmark: _Toc115451768]DL-RS or UL-RS resource set configuration, 
1. [bookmark: _Toc115451769]signaling for collected assistance information, if justified
1. [bookmark: _Toc115451770]signaling and configurations to support UE performing data logging/collection for model training,
1. [bookmark: _Toc115451771]signaling and configurations to support UE reporting the collected/logged data to the NW,
1. [bookmark: _Toc115451772]signaling for indicating UE capability for data collection.

3.1.3	Other aspects - Enhanced mechanism to facilitate efficient data collection
In general, the following aspects are important when the investigating potential data collection, to address how one could:
· Reduce radio resource overhead and power consumption (cost of over-the-air transmission, number of samples)
· Improve data quality (measurement noise, rare event, data validity, tighter requirements)

For each data to be used, there is a need to address the above aspects. Some data might be feasible to collect, but the overhead in existing standard might motivate another approach for collecting such dataset. Reducing radio resource overhead and power consumption for data collection can be achieved by means of minimizing the radio measurements and assistance information that needs to be collected for model training. For example, by only collecting the relevant samples, and configuring such data collection in certain favourable conditions. One example for collecting relevant data samples is to avoid reporting duplicated samples from the UE, a static UE might experience similar channel conditions over a certain time period and should in such scenario avoid reporting duplicated samples when collecting data for training an AI/ML model. 
Another method for reducing data collection overhead is by pre-processing the collected data at the device before reporting it to the NW. Example techniques could comprise removing some data samples (e.g., no need to report beam measurements if the associated L1-RSRP values is below a certain threshold, or if the measurement quality is below a threshold), or method for quantization collected data for efficient reporting. 
It has been shown in [3], the quality of measurement data can impact the model performance, and it can also impact the size of the data that is needed for training a model to achieve a certain target performance. In general, when the model input is subject to noise, one need to collect more training data to average out the effect of such noise. Therefore, it is important to revisit the imperfections in measurement data and study mechanisms for improving data quality for the considered AI/ML based beam management use cases, e.g., by considering new requirements or providing measurement uncertainty estimates together with the associated data set for model training.
[bookmark: _Toc115451773]Consider mechanisms for reducing the radio resource overhead, memory consumption and power consumption for data collection
[bookmark: _Toc115451774]Study mechanisms for improving the quality of the collected data for the considered beam prediction use cases. 
3.2	New or enhanced mechanism(s) to facilitate AI/ML inference
In this section, we provide our views on AI/ML inference.
3.2.1	NW-sided model inference
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Enhanced UE reporting
The number of UE reported beams in set B needed to perform NW-sided model inference can be large (>8 beams assumed by several contributions in agenda item 9.3.1). Due to the large number of potential beams in set B, the UE should be able to report more than the current limitation of its 4 strongest beams. 
[bookmark: _Toc115451775]Consider enhanced UE reporting in line with the evaluation assumptions on set B of beams (e.g. more than 4 beams) to enable NW-sided model inference
Signalling of Assistance information
The study item evaluations mainly investigate models that uses UE beam measurements as input. However, with the increased capabilities in advanced antennas at the UE, the UE can now be equipped with multiple receive antenna panels and/or form receiver beams in a certain direction, leading to increased challenges in creating a representative fingerprint for the UE that can be utilized for subsequent UE. Another challenge in creating a representative dataset is the presence of dynamic blockers (moving objects or human body), these blockers will hence not always be present for subsequent UEs. Therefore, it is important to also study the feasibility of signalling potential UE assistance information for NW-sided model inference. Examples can include UE direction, UE orientation information, UE probability of being subject to dynamic blocker, UE speed etc.. It is important that the UE could include such assistance information in combination with the UE measurement report, mechanisms for such signalling should be configured.
[bookmark: _Toc115451776]Consider mechanism to signal UE assistance data associated with beam measurement report for NW-sided model inference
Enhanced configurations
Examples of enhanced configurations is that the NW can instruct the UE to not filter RSRP measurements over multiple SSB bursts. Another example is that the UE should evaluate all candidate UE panels for an SSB beam report, or only a subset of them. The NW could further include a new request that the UE could perform certain pre-processing of measurements to reduce the uplink signalling overhead presented in [3]. 
[bookmark: _Toc115451777]Consider enhanced UE configurations for NW-sided AI/ML model inference, for example NW indicates potential measurement pre-processing for reducing the UE uplink reporting overhead
3.2.2	UE-sided model inference
Enhanced reporting
The UE should be able to feedback predictions on the set A of beams, for example the top-N beam IDs. For example, in temporal beam prediction, the UE may be configured with a reporting configuration and based on that configuration, the UE transmits a predicted CSI report at time t0 (based on measurements prior to t0).  The report comprising prediction information based on one or more temporal-domain predictions of a CSI measurement (L1-RSRP for beam index X), such as one predicted RSRP value of beam index X at a future time instance t1=t0+T. The prediction information may additionally include the confidence associated to each predicted value. The confidence interval of each prediction may be represented by a value range of which the predicted RSRP is within with a certain probability.
[bookmark: _Toc115451778]Study mechanisms of UE reporting in respect to a non-measured beam including a future time instance as a starting point
Enhanced or new configurations
The NW can indicate the relevant configurations for the time domain beam prediction, for example a “DL reference signal configuration”, a “CSI report configuration”. The “DL reference signal configuration” can for example consist of one or more of 
•	Resource Setting (i.e.  CSI-ResourceConfig as specified in TS 38.311)
•	CSI-RS resource sets (i.e. NZP-CSI-RS-ResourceSet as specified in TS 38.311)
•	CSI-RS resources (i.e. NZP-CSI-RS-Resource as specified in TS 38.311)
The “CSI report configuration” can for example consist of Report Setting (i.e.  CSI-ReportConfig as specified in TS 38.311). The CSI report configuration can for example indicate the future time instances. The CSI report configuration can also indicate whether instantaneous beam reports should be performed or not in addition to the predicted beam reports. 
[bookmark: _Toc115451779]Study enhanced CSI report configuration to facilitate temporal and spatial beam predictions
Signalling of Assistance information
The NW can for example indicate the beam IDs used for transmitting the set B of beams. One problem is the signalling overhead for deployments with many unique beams. For example, if the standard would like to capture/support 1024 unique beam IDs, this would require standardizing a 10-bit beam ID field. The number of beam IDs will grow rapidly in scenarios where the NW allocates a new ID for every SSB/CSI-RS beamforming weight update – leading to unnecessarily large control overhead and difficulties for UE-sided data collection and AI/ML model training/retraining. It is important to consider solutions to reduce the potential overhead in signalling beam IDs from NW to UE.
[bookmark: _Toc115451780]The investigation of assistance information signalling should prioritize mechanisms for NW to indicate beam IDs to the UE 
3.3	New or enhanced mechanism(s) to facilitate AI/ML model monitoring
In this section, we provide an initial discussion and examples of the agreed discussion points related to AI/ML model monitoring.
3.3.1	NW-sided model monitoring
For NW-sided AI/ML model for the beam prediction use cases, the model monitoring can be performed at the NW side, and there is no standard impact identified for this case. The existing standard is sufficient to support model monitoring at the NW-side. For example, the NW can occasionally configure a UE to report the measurement L1-RSRP values of DL-RS resources associated with the set A of beams and monitor the model performance by comparing predicted values with the corresponding measurement values.

[bookmark: _Toc115451760]No specification impact foreseen for NW-sided model monitoring
3.3.2	UE-sided model monitoring
For NW-sided AI/ML model for the beam prediction use cases, the model performance monitoring is expected to be done by both the NW and the UE. 
The UE can monitor the input to its AI/ML model to detect potential data drifts. The NW can assist the UE-sided model monitoring by configuring DL-RS transmissions associated to Set A of beams for the UE to perform measurements and compare the measured L1-RSRP values with the predicted values based on the AI/ML model output. The DL-RS configuration specified in the current standard can be sufficient to support NW configuring DL-RS transmissions to assist UE-sided model monitoring. Potential standard impact on triggering a UE performing model monitoring or trigger the NW to transmit DL-RS for assisting model monitoring can be studied. The potential performance metrics to be reported by the UE could comprise of a per-sample (e.g. L1-RSRP error or beam accuracy), or an aggregated statistical error to reduce the reporting overhead. For example performance metric could comprise of the 5th,10th, …, 90th percentile of the L1-RSRP error. 
The NW can also monitor the direct impact of the AI/ML model on the UE performance and the system performance, considering the scheduling and configurations for not only this UE but also other UEs and other cells in the network. By collecting the model performance information of UEs in the network and utilizing the historical information and global information at the NW, the NW can detect if the AI/ML model at a UE is functioning or not. Hence, it is beneficial to support UE reporting its model performance related metric for the considered beam management use case to the NW so that the NW can assist the UE with model monitoring.
The results of the NW monitoring could be beneficial for the UE to know, hence, mechanisms for supporting the NW to inform the UE about that the AI/ML model monitoring performance should be studied. One simple example is to enable the NW to indicate to a UE if the AI/ML model is functionally adequate or not. 
[bookmark: _Toc115451781]Study performance metrics comprising both per-sample prediction error and statistical metrics
[bookmark: _Toc115451782]Study the following potential standard impact for monitoring the UE-sided model performance for the considered beam management use cases: 
1. [bookmark: _Toc115451783]triggering conditions for model monitoring 
1. [bookmark: _Toc115451784]mechanisms to support UE reporting its model performance related metric to the NW 
1. [bookmark: _Toc115451785]mechanisms to support NW indicating the model monitoring results to the UE.
3.4	Other aspects of life cycle management
The NW could also transmit DL-RS resources over all its newly updated TX beams for the UE to collect new measurement data and use it for retraining/updating the UE-sided AI/ML model. The UE-sided AI/ML model retaining/update can be done either at the UE side or the NW side. If UE-sided AI/ML model is (re)trained at the UE side, then, the UE can send its collected new data to a server, which retains the model that can be deployed across different UEs. If the UE-sided AI/ML model is (re)trained at the NW side (e.g., assuming model transfer), the UE can report its collected new data to the NW, who retains the model and then transfer the retained model to different UEs. For both cases, the NW could configure the UE to deactivate the current AI/ML model and fallback to a non-AI/ML based method during the AI/ML model retaining phase.
[bookmark: _Toc115451786]Study mechanisms to activate/deactivate beam prediction AI/ML models, and potential fallback mechanisms

4 Conclusions

In the previous sections we made the following observations: 
Observation 1	The feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable.
Observation 2	No specification impact foreseen for NW-sided model monitoring

Based on the discussion in the previous sections we propose the following:
Proposal 1	Assistance information related to “beams” should focus on information related to NW antenna/beam configuration ID or UE antenna/beam configuration ID
Proposal 2	Prioritize assistance information that can be obtained with low standardization effort, such as UE position information
Proposal 3	Study assistance information that captures dynamic UE movement (e.g. using sensors)
Proposal 4	Further define the FFS on AI/ML output after sufficient progress is made on studying the specification impact for AI/ML model inference aspects
Proposal 5	The necessity of collecting assistance information together with the radio-measurement should be firstly studied and justified before discussing the method for collecting this type of data.
Proposal 6	Based on the study outcome from RAN1, study the following aspects for data collection for the beam management use case in RAN2:
a.	DL-RS or UL-RS resource set configuration,
b.	signaling for collected assistance information, if justified
c.	signaling and configurations to support UE performing data logging/collection for model training,
d.	signaling and configurations to support UE reporting the collected/logged data to the NW,
e.	signaling for indicating UE capability for data collection.
Proposal 7	Consider mechanisms for reducing the radio resource overhead, memory consumption and power consumption for data collection
Proposal 8	Study mechanisms for improving the quality of the collected data for the considered beam prediction use cases.
Proposal 9	Consider enhanced UE reporting in line with the evaluation assumptions on set B of beams (e.g. more than 4 beams) to enable NW-sided model inference
Proposal 10	Consider mechanism to signal UE assistance data associated with beam measurement report for NW-sided model inference
Proposal 11	Consider enhanced UE configurations for NW-sided AI/ML model inference, for example NW indicates potential measurement pre-processing for reducing the UE uplink reporting overhead
Proposal 12	Study mechanisms of UE reporting in respect to a non-measured beam including a future time instance as a starting point
Proposal 13	Study enhanced CSI report configuration to facilitate temporal and spatial beam predictions
Proposal 14	The investigation of assistance information signalling should prioritize mechanisms for NW to indicate beam IDs to the UE
Proposal 15	Study performance metrics comprising both per-sample prediction error and statistical metrics
Proposal 16	Study the following potential standard impact for monitoring the UE-sided model performance for the considered beam management use cases:
a.	triggering conditions for model monitoring
b.	mechanisms to support UE reporting its model performance related metric to the NW
c.	mechanisms to support NW indicating the model monitoring results to the UE.
Proposal 17	Study mechanisms to activate/deactivate beam prediction AI/ML models, and potential fallback mechanisms
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