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Introduction
In RAN1 #110, the following agreements on evaluation of AI/ML based BM have been achieved.
	Agreement
 The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE distribution

	· FFS 10 UEs per sector/cell for system performance related KPI (if supported) [e.g,, throughput] for full buffer traffic (if supported) evaluation (model inference). 
· X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
· 
· Other values are not precluded 
· Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant
· More UEs per sector/cell for data generation is not precluded. 


	UE Antenna Configuration
	· Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
· [Panel structure: (M,N,P) = (1,4,2)]
· panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams





Agreement
The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
· Other values are not precluded

	UE distribution
	· For spatial domain beam prediction: 
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor


	

Agreement
· If UE orientation is modeled, it can be independently modeled from UE moving trajectory model. 
· This is not precluded that UE orientation coupled with UE moving trajectory model. 

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B
· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size




In this contribution, we provide some discussion on evaluation of AI/ML based BM.
Discussion
Evaluation assumption
For evaluation assumption, one remaining issue is for BS antenna configuration. The discussion point is whether to consider one or multiple panels. The SSB/CSI-RS for BM are usually multiplexes in TDMed manner, therefore there could be different from performance point of view regarding 1 panel vs 4 panels. Then to simplify the simulation, 1 panel should be selected for BS antenna configuration.
In addition, it was agreed that the height for the gNB is 25m. However, in current simulation assumption, the height for a UE should be from 1.5m to 22.5m. Then the NW beam span could be too limited, as there could be fewer channel clusters with zenith angles smaller than 90 degrees. In previous simulation assumption, usually the gNB height is 10m. Therefore, it is recommended to add 10m as a second option for further evaluation.
Proposal 1: For EVM, the BS antenna configuration should be (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ.
Proposal 2: Add BS height = 10m as a second option as evaluation assumption to be aligned with evaluation assumption in other agenda items and to create more beams for indoor UEs in vertical domain.
Baseline performance
In RAN1 #109, the following agreements on baseline performance for spatial-domain and time-domain beam prediction have been achieved.
	Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)  
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.

Agreement
· For temporal beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
· Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1
· Where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 and T2 are aligned with those for AI/ML based methods
· Whether Set A and Set B are the same or different depend on the sub-use case
· Other options are not precluded.  




For spatial-domain beam prediction, option 1 can provide the upper bound of the performance, which requires more overhead and latency. It should not be considered as the performance baseline. The RS overhead for option 2 could be the same as AI/ML based BM. For non-AI/ML based approach, it is hard to select beam based on the RS resources from set A beams. Therefore, one way is to select the best beam based on the measurement of RS resources from set B beams.
Similarly, for time-domain beam prediction, option 1 could provide the upper bound of the performance, which is not practical for implementation. The RS overhead for option 2 is the same as AI/ML based beam prediction. But it is hard to predict the beam in future based on the measure RSs, since the past measured RSs in set B may not always include current beam. Thus, the baseline for time-domain beam prediction should be the performance from current beam for T2.
Proposal 3: For spatial-domain beam prediction, the baseline performance should be the performance from the beam selected from set B beams.
Proposal 4: For time-domain beam prediction, the baseline performance should be the performance without beam change for T2, i.e. the beam used prior to T2 is applied for T2.

Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based BM. Based on the discussion, the following proposals have been achieved.
Proposal 1: For EVM, the BS antenna configuration should be (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ.
Proposal 2: Add BS height = 10m as a second option as evaluation assumption to be aligned with evaluation assumption in other agenda items and to create more beams for indoor UEs in vertical domain.
Proposal 3: For spatial-domain beam prediction, the baseline performance should be the performance from the beam selected from set B beams.
Proposal 4: For time-domain beam prediction, the baseline performance should be the performance without beam change for T2, i.e. the beam used prior to T2 is applied for T2.
