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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 meeting #110, some agreements have been reached on the general aspects of AI/ML. The following agreements and conclusions were extracted from the Chair’s note [1].
[bookmark: _Ref129681832]
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signalling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.

Other than the agreed-upon items listed above, there were other items that have been discussed but were not approved during meeting #110. The following provides a summary on what have been done to these items and their status.
· Collaboration Levels: 
· The FL proposed 4 options based on company inputs. The first 3 options (Alt 1 to Alt 3) each has sub levels for Level y and Level z (e.g., y-a, z-b), and the last option (Alt 4) has no sub levels. 
· Alt 1 and Alt 3 take into account the differentiation between 1-sided and 2-sided interactions while Alt 2 and Alt 4 do not. 
· Most companies voted for Alt 4 (the original one approved by May meeting) for various reasons, such as
· One-level approach is simple and more efficient for discussion.
· Sub-levels can be defined by the use cases.
· One level is sufficient for discussion.
· It was suggested that, from the specification impact aspect, it is better to define the collaboration levels together with the functions in the framework, especially LCM. 
· Other details about the collaboration that have been discussed
· Boundary of Level x-y;
· Whether non-3gpp-based model delivery (e.g., via application layer from OAM or OTT sever) should be viewed as model transfer
· More companies think it is still considered as model transfer as it still involves 3gpp signalling, such as the network configuring a model ID to the UE and the UE subsequently downloading the model corresponding to the model ID from an OTT server via the non-3gpp-based method.
· FL proposal: For any collaboration level (x, y, and z), UE and gNB are NOT REQUIRED to support arbitrary models without testing and certifying them.
· This was not supported with various reasons, e.g., no spec impact involved so we should not care, not needed, the term “arbitrary” is too vague, too early to consider…
· FL proposal: Treat collaboration Level-y with high priority than Level-z.
· Most companies did not agree, as the levels have not been agreed upon.
· FL proposal: Within Level-z, treat “parameter-only update” with higher priority than “structure and parameter update”.
· Most companies did not agree; too early to discuss this when the levels have not been defined.
· As a conclusion, the FL proposed to keep the current collaboration level and revisit this later after progress is made in LCM.
· Terminologies
· Some terminologies have not been added to the working list of terminologies, such as Model Deployment, Model Selection, Model Update etc.
· Changes made to the terminologies that are already in the agreed-upon working list of terminologies, such as Data Collection, Model Inference, Model Testing etc.
· Model generalization
· Four types of generalization were proposed by the FL based on company inputs.
· No conclusions drawn.
· FL proposal: Input to a Proprietary Model CANNOT be specified. 3gpp may still agree on nominal input for the purpose of evaluation study. 
· Most companies didn’t agree.
· FL proposal: Prioritize offline training in Rel-18 study.
· Most companies agreed. But other companies said it is not necessary to prioritize between them.
· The FL planned to revisit this after online/offline training terminologies are agreed but didn’t have time.

During meeting #110, there were also items proposed by the FL that were MOSTLY AGREED but didn’t get time to be approved in the online sessions. The following is a list of these items. Note that they are mostly related to datasets and the general aspects of the evaluation.
· Although RAN1 study is primarily based on agreed-upon evaluation assumptions, companies are encouraged to provide other datasets and evaluation results in each sub-use case discussion.
· Additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901 or digital twins, can be explored.
· Companies may explore and provide evaluation results based on additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901.
· Companies are encouraged to share sufficient details about their AI/ML and baseline experiments, including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms.
· Study the feasibility of modelling UE power consumption and latency for inference.

Lastly, there were items that have been deferred for future discussions
· Life Cycle Management: Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.
· Model delivery options, e.g., RRC, NAS, user plane, OTT. 
· Companies are encouraged to bring discussions on various model delivery options and views on model transfer in the next meeting(s)
· The need and usage of the agreed-upon reference AI/ML model.

In this contribution, we continue the discussions of the topics and present our views on the following topics.
· Definitions of Terminologies
· Collaboration levels between UE and gNB
· Common aspects of performance evaluation and AI/ML datasets
· Multi-Vendor Operation
[bookmark: _Hlk110330641]Definitions of Terminologies
During the offline discussion of meeting #110, the following terminologies were discussed and refined (as in Proposal 3-1c in [2]), as listed in Table 1 (not a full list). In the table, we provide our edits/comments to the definitions of model deployment and model update.

Table 1. Suggested Definitions of Terminologies
	[bookmark: _Hlk115426122]Terminology
	The Definition of the Group/FL
	Our Definition/Comment

	Model Deployment
	Process of converting an AI/ML model into an executable form and delivering it to a target device for inference
Note: The conversion may happen before or after delivery.

Process of converting an AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery.
Note: The Model may be Updated after Deployment.
	Comment: the definition shows some duplications and needs to be cleaned. Also note that model conversion and model deployment are essentially the same thing based on the definition of model development therefore one of the FL’s notes can be removed. 

Our proposed definition:
Process of converting an AI/ML model into an executable form and delivering it to a target device for inference.
Note: The model deployment may happen either before or after model delivery.
Note: The Model may be updated after deployment.

	Model Update
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.
	Comment: In a more general sense, model update does not necessarily improve model performance. It just means changing some or all parts of the model. 
Our proposed definition:
Process of changing either model parameters or model structure and its parameters.



Proposal 1: Adopt the definitions of model deployment and model update as listed in Table 1.

Collaboration between UE and gNB
The collaboration between UE and gNB was one of the popular topics during Meeting #109e and #110. As we summarized in the Introduction section, there were four alternatives from company contributions.
Alt 1:
Level x: No collaboration
Level y: Signalling-based collaboration without model transfer
· Level y-a: Signalling-based collaboration for one-sided model without model transfer
· Level y-b: Signalling-based collaboration for two-sided model without model transfer
Level z: Signalling-based collaboration with model transfer
· Level z-a: Signalling-based collaboration for one-sided model with model transfer
· Level z-b: Signalling-based collaboration for two-sided model with model transfer

Alt 2:
Level x: No collaboration
Level y: Signalling-based collaboration without model transfer
Level z: Signalling-based collaboration with model transfer
· Level z-a: Signalling-based collaboration with model transfer only to update parameters
· Level z-b: Signalling-based collaboration with model transfer to update parameters and model structure

Alt 3:
Level x: No collaboration
Level y: Signalling-based collaboration without model transfer
· Level y-a: Signalling-based collaboration for one-sided model without model transfer
· Level y-b: Signalling-based collaboration for two-sided model without model transfer
Level z: Signalling-based collaboration with model transfer
· Level z-a: Signalling-based collaboration with model transfer only to update parameters
· Level z-b: Signalling-based collaboration with model transfer to update parameters and model structure

Alt 4: Keep the current levels x/y/z and do not create the above sub-levels.
Level x: No collaboration
Level y: Signalling-based collaboration without model transfer
Level z: Signalling-based collaboration with model transfer

From these alternatives, we can see the views are quite diverse. The one with the most support (12 companies) turned out to be Alt4, for the following reasons.
· One-level approach is simple and more efficient for discussion.
· Sub-levels can be defined by the use cases.
· One level is sufficient for discussion.
[bookmark: _Hlk101773520]We note the main purpose of this classification of collaboration levels is to facilitate the discussion during standard development and may or may not have impact to the final standard. Therefore, it is beneficial not to further divide collaboration levels into many sub-levels. From this point of view, we support the original definition of collaboration levels (Alt4) (this is the one proposed by the FL in his proposal 2-3a).
[bookmark: _Hlk101981284]Proposal 2: Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signalling-based collaboration without model transfer
3.	Level z: Signalling-based collaboration with model transfer
Note: The sub-levels of collaboration can be further discussed after sufficient progress in LCM is made.
Note: Clarification is needed for Level x-y boundary 
Note: Clarification is needed for Level y-z boundary (i.e., what constitutes model transfer).

Common aspects of performance evaluation and datasets
During Meeting #110, the following major topics related to evaluation and training dataset have been discussed. 
· Datasets and evaluation assumptions
· Reference models
· Model and study disclosures
· Model generalization
· Common KPIs
In the following sub-sections, we further discuss and share our views on these topics.
Agreed-upon datasets
[bookmark: _Hlk115336448]For the use of common datasets and evaluation assumptions, companies agreed that “although the RAN1 study is primarily based on agreed-upon evaluation assumptions, companies are encouraged to provide other datasets and evaluation results in each sub-use case discussion” (to be approved). As we view it, common datasets and evaluation assumptions are both needed to perform comparable comparisons among results from companies. We also understand that it may be time-consuming to discuss and reach agreement among companies in evaluating their proposals using agreed-upon datasets. We therefore encourage companies to:
· Share/provide the datasets they generated and used in their evaluation
· Evaluate/discuss the performance of their proposed approaches using one or more of the shared datasets in addition to the results from their own dataset(s).
[bookmark: _Hlk115432427]Proposal 3: Although RAN1 study is primarily based on agreed-upon evaluation assumptions, to facilitate the discussion on evaluation results, companies are encouraged to:
· Provide/share the datasets they generated and used in their evaluation
· Evaluate/discuss the performance of their proposed approaches using one or more of the shared datasets shared by other companies in addition to the results from their own dataset(s).

Model generalization
For model generalization, most companies agreed that when reporting results, the proponents are highly encouraged to describe the type of generalizability targeted by the experiment (e.g., generalize over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.
The four types of generalization proposed by companies are 
· Type 1: Heterogeneous inter-site: performance of AI/ML model over various deployment types (i.e., trained on Dense Urban and tested on UMi)
· Type 2: Homogeneous inter-site: performance of AI/ML model over various sites of the same deployment type (i.e., trained on Dense Urban and tested on a new drop of Dense urban)
· Type 3: Intra-site: performance of AI/ML model on variations within the same site (e.g., different UE locations, speeds, and trajectories within the drop, changes in moving objects in the environment) 
· Type 4: Cross-configuration:  performance of AI/ML models across various configurations (e.g., different beam configuration)
In generalized deployments, the AI/ML model to be deployed was trained using data from a given scenario or scenario family. When being deployed, the model is expected to generalize to multiple scenarios or scenario families where the data availability situation could be different, e.g., sufficient data is available, only small amount of data is available or no data is available. Depending on the goal(s) of model generalization, various techniques may need to be studied and applied, which may also be use case dependent. 
Proposal 4: For each use case, consider/discuss:
· Whether scenario-based, generalized, or both deployment options should be supported.
· For scenario-based deployment, a subset of the data unseen during AI/ML model training from the same scenario should be used to verify AI/ML model generalization by default.  
· For generalized deployment, the assumptions of potential data availability in the target scenarios (or scenario families) should be included in the evaluation discussion, e.g., sufficient data is available, only small amount of data is available or no data is available. 

Multi-Vendor Operation
The topic of multi-vendor operation has been brought up by multiple companies and discussed during meeting 109e. It was brought up again during meeting 110 by a few companies but didn’t get time for discussion. 
At high-level, we think the study of multi-vendor operation is one of the most important topics as both the UE side and the gNB side will have to learn some invariant representations that are agnostic to the counterpart’s models. On the other hand, the complexity associated with studying or developing such framework is huge and will impact use case developments and evaluation greatly. Therefore, we suggest that the discussion on this topic be kept at high level and be related to the discussion of UE-gNB collaboration levels.
[bookmark: _Hlk115339625]Proposal 5: In evaluation methodology discussion, include how the proposed approach addresses inter-operability and scalability in field deployment scenario for each use case.

[bookmark: _Hlk99709641]Conclusions
In this contribution, we continue to present our views on common AI/ML characteristics and operations, covering definitions of terminologies, collaboration between UE and gNB, common aspects of performance evaluation and datasets, as well as multi-vendor operation. Based on the discussions in the previous sections, our observations and proposals are as follows.  

Definitions of Terminologies:
Proposal 1: Adopt the definitions of model deployment and model update as listed in Table 1.
Table 1. Suggested Definitions of Terminologies
	Terminology
	The Definition of the Group/FL
	Our Definition/Comment

	Model Deployment
	Process of converting an AI/ML model into an executable form and delivering it to a target device for inference
Note: The conversion may happen before or after delivery.

Process of converting an AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery.
Note: The Model may be Updated after Deployment.
	Comment: the definition shows some duplications and needs to be cleaned. Also note that model conversion and model deployment are essentially the same thing based on the definition of model development therefore one of the FL’s notes can be removed. 

Our proposed definition:
Process of converting an AI/ML model into an executable form and delivering it to a target device for inference.
Note: The model deployment may happen either before or after model delivery.
Note: The Model may be updated after deployment.

	Model Update
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.
	Comment: In a more general sense, model update does not necessarily improve model performance. It just means changing some or all parts of the model. 
Our proposed definition:
Process of changing either model parameters or model structure and its parameters.



Collaboration between UE and gNB:
Proposal 2: Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signalling-based collaboration without model transfer
3.	Level z: Signalling-based collaboration with model transfer
Note: The sub-levels of collaboration can be further discussed after sufficient progress in LCM is made.
Note: Clarification is needed for Level x-y boundary 
Note: Clarification is needed for Level y-z boundary (i.e., what constitutes model transfer).

[bookmark: _Hlk110331294]Common aspects of performance evaluation and datasets:
Proposal 3: Although RAN1 study is primarily based on agreed-upon evaluation assumptions, to facilitate the discussion on evaluation results, companies are encouraged to:
· Provide/share the datasets they generated and used in their evaluation
· Evaluate/discuss the performance of their proposed approaches using one or more of the shared datasets shared by other companies in addition to the results from their own dataset(s).
Proposal 4: For each use case, consider/discuss:
· Whether scenario-based, generalized, or both deployment options should be supported.
· For scenario-based deployment, a subset of the data unseen during AI/ML model training from the same scenario should be used to verify AI/ML model generalization by default.  
· For generalized deployment, the assumptions of potential data availability in the target scenarios (or scenario families) should be included in the evaluation discussion, e.g., sufficient data is available, only small amount of data is available or no data is available. 
Multi-vendor Operation:
Proposal 5: In evaluation methodology discussion, include how the proposed approach addresses inter-operability and scalability in field deployment scenario for each use case.
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