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1 Introduction
At RAN #94, a new study item on artificial intelligence/machine learning for NR air interface has been approved [1] with a goal of studying the 3GPP framework for AI/ML for air-interface.  CSI feedback enhancement has been identified as one of the use cases in the initial set of use cases. The following aspects have been identified in [1] related to the sub-use case selection and potential specification impact:
“Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project.”

“Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition”

In this document, we discuss aspects related to sub-use case selection and potential specification impact for the CSI feedback enhancement use case.
2 X-node ML for single-shot channel compression and reconstruction

Background and motivation
Consider the use case of a UE observing the channel from measurements on CSI-RS resources and conveying aspects of the observed channel to the gNB. The existing framework enables a UE to convey such information by means of the CSI quantities such as rank indicator (RI), precoding matrix indicator (PMI) and channel quality indicator (CQI).
Machine learning (ML) techniques such as the auto-encoder model enable a data-driven approach to data compression and reconstruction problems. Therefore, it is expected that such techniques could prove useful when applied to the above use case of channel compression and reconstruction.
A cross-node machine learning approach
To be more specific, the approach considered here is as follows. The UE applies a ML model known as the encoder to derive a compressed representation of the channel features derived from measurements on the CSI-RS resources. It then transmits this compressed representation to the network (e.g., gNB). Subsequently, the network applies a ML model known as the decoder to derive a reconstructed version of the channel features. More generally, the version reconstructed by the decoder may be a desired function of the channel features that were input to the encoder. Since the inference operation is distributed across two nodes – the UE and the gNB – this approach may be termed cross-node (or X-node) ML-based CSI feedback.
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Figure 1: Cross-node ML for CSI compression and reconstruction

Benefits of X-node ML
An important benefit of this approach is that in comparison to the classical approach of pre-specifying the content of the CSI feedback message, X-node ML allows a data-driven approach to determine the actual content of the feedback message. This is possible because the encoder and decoder operations are tailored to the actual channel realizations during the ML model training process. Such flexibility and ability to customize the models to different scenarios enable more efficient compression and therefore a better tradeoff between the feedback overhead and reconstruction accuracy. It is expected that these benefits would translate into throughput gains for the end-user.

Quantifying the benefits
In our evaluations presented in [2], we have observed significant improvement in the tradeoff between overhead and reconstruction accuracy when comparing X-node ML with Rel-16 Type II (or eType2) PMI feedback. In these results, the reconstruction accuracy is represented in the form of MSE loss as described in [2] between the original and reconstructed channel feature:
· For the UMi channel model, at a loss of -7.4 dB, ML based CSF gives a 33% overhead reduction (32 fewer bits – 64 bits for ML-based vs. 96 bits for eType2).
· For the InH open office channel model, at a loss of -11.6 dB, ML based CSF gives a 58% overhead reduction (22 fewer bits – 16 bits for ML-based vs. 38 bits for eType2).

Selecting a sub use case for CSI enhancement study
Since X-node ML requires collaboration between the UE and the network to enable inference to be distributed across the nodes, this use case covers a more general scenario than the case the ML operation is restricted to one side of the air interface. Therefore, studying this sub use case is expected to provide broader insights on the potential specification requirements to enable a ML-based air interface.
Channel prediction over time is another potential sub-use case for CSI enhancement. In the new work item on MIMO evolution approved at RAN #94, a study on CSI reporting enhancements by exploiting time domain correlation is listed as one of the objectives [4]. Considering that the outcome of that study may provide a suitable baseline for evaluating ML-based channel prediction schemes, it may be beneficial to wait for the results of that study before studying ML-based channel prediction. 
Based on the discussion above, it would be useful if 3GPP RAN1 focused on channel compression and reconstruction and studied different aspects of specification impact required to support this sub use case.
Proposal 1: The study item should focus on the sub-use-case of single timestep compression and reconstruction of observed channel features using X-node machine learning based techniques.

3 Potential specification impact
3.1 Specification impact for data collection
Data collection is the foundation of AI/ML applications. Synthetic data can be used for evaluation purposes, and it establishes a good starting point for 3GPP to understand the gain offered by AI/ML models compared to conventional non-AI schemes. However, to ensure proper performance, robustness, and coverage of developed ML models in practical deployments, collecting real-world data in a large scale from commercially deployed devices plays a key role. 
The collected data can be used in training to fit the AI/ML model to the real-world wireless environment. It can be also considered as assistance information used in model monitoring which assists the decision of model failure so that the UE vendor or gNB vendor can trigger model deactivation/retraining/switching. In the following, we will discuss the overall data collection procedure, and physical channel or RS for data collection.
For AI/ML application in CSI feedback, the UE may request data collection resources from gNB and collect data from the data collection resources configured by the gNB. Alternatively, UE may collect data from available DL channels or RSs. After that the UE may send the collected data to an over-the-top (OTT) server where training happens. 
Among the resources or channels used for data collection, CSI-RS should be the proper reference signal since it is used as the channel measurement resource and interference measurement resource in CSI report setting. 
In CSI-RS transmission, the antenna layout, antenna elements to TxRU mapping, and digital/analog beamforming are gNB implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE.  Since these settings are transparent to UE, UE may blindly collect CSI-RS with different settings and use them to train a single CSI encoder/decoder pair, which may lead to suboptimal performance. Hence, signaling enhancement to enable useful data collection can be considered in RAN1. 
As discussed in [3], one example is that the gNB uses N different configurations for CSI-RS and that the configuration ID is signaled to UE as meta information. The meta information associated with the data would allow the model developer to categorize the collected CSI-RS observations into N different groups and help the model developer determine whether one model, K<N models, or K=N different models may have to be developed.
Proposal 2: Consider signaling enhancements to enable the collection of a dataset that may be useful for offline training.
3.2 Specification impact for model development and training
In our view, model development and training strategies is a multi-faceted problem rather than a simple issue that could be determined just by system performance. As elaborated in [3], on-device models today and in the near future need offline engineering for model development. This includes model development, training, quantization, compiling the model to hardware primitives with power, area, and latency consideration, target-chip-specific run-time binary image generation, and going through full UE testing. This is just like today’s non-ML implementations that go through similar offline development and extensive UE testing. In Rel-18 SI, offline development and training should be the focus to guarantee a concrete outcome that can lead to specification work in the potential Rel-19 WI.
Proposal 3: Focus on offline training scenario, where the development and training of the ML model for CSF happens offline without the need to involve 3GPP signaling.
3.3 Specification impact for X-node CSF inference
In X-node CSF, the gNB may configure an ID of the encoder of a registered encoder-decoder pair. Based on the ID, the UE downloads (or is pre-loaded with) the corresponding encoder  from an OTT server. In the inference phase, as shown in Figure 1, the UE will take input the CSI-RS measurement to the encoder to generate a latent message, e.g., . This latent message will be quantized and reported to the gNB. The gNB will input the quantized latent message to the CSI decoder  which yields the final CSI, e.g., .
In this process, the input to the encoder model cannot be specified. 3GPP may discuss a nominal input for evaluation purposes (such as “CSI-RS channel observations from a reference resource”), but specific input and its format are up to UE implementation. For X-node CSF, UE may measure the CSI-RS resources associated to each CSI report config, and any pre-processing UE performs is up to UE implementation. For example, for “CSI-RS channel” input, UE may want to use either time or frequency domain inputs, apply certain averaging across subcarriers, apply certain timing and frequency offset correction, certain scaling, and certain noise whitening. This is analoguous to legacy non-AI based CSI feedback – only the CSI-RS resource for channel measurement is specified, how to use the CSI-RS to derive the PMI is not specified.
Observation 1: Input to a proprietary on-device model cannot be specified. 
Proposal 4: The input to the CSI encoder should be left to UE implementation.
For X-node CSF, the CSI decoder at gNB side functions similar to the PMI codebook, wherein the gNB uses the PMI codebook as a dictionary to translate a sequence of bits to precoding matrices on multiple subbands. Along similar lines, the decoder translates the latent message to something that the gNB can understand, for example, the precoders. For this, the output of the decoder needs to be specified. The gNB would then be able to perform scheduling based on the decoded output.  
Proposal 5: The output at CSI decoder can be specified.

3.4 Specification impact for model performance monitoring 
As discussed in [3], performance monitoring is critical to life cycle management (LCM). For X-node CSF, to evaluate the inference performance, there are various KPIs can be considered, such as system throughput, error metric, PDSCH decoding performance, or BLER. Since the inference partially occurs at UE side and partially occurs at gNB side, the model monitoring can be performed at either side with or without assistance information from the other side.
For performance monitoring at the gNB side, to facilitate the KPIs evaluation, the gNB may directly use system throughput or ratio of NACK. Alternatively, for error metric generation, the gNB may use SRS measurement as a baseline or obtain assistance information reported from UE or proprietary OTT server periodically or occasionally. For monitoring at the UE side or at the proprietary OTT server, the UE may use PDSCH decoding performance as KPI. Alternatively, the UE may obtain the inference results indicated from gNB periodically or occasionally.
The performance evaluation can be performed per individual inference occasion or per multiple inference occasions. After evaluation, the gNB or UE may send the performance report to the other side to facilitate the potential determination of model deactivation or switching. In addition, the performance report may be sent to proprietary OTT server for model monitoring, retraining, or new model development decision.
Proposal 6: Study signaling and procedures for X-node CSF performance monitoring, including assistance information, performance report and indication of model deactivation, retraining or switching.
4 Conclusions
In this document, we have discussed aspects related to sub-use case selection and potential specification impact for the CSI feedback enhancement use case. We have made the following proposals and observations:

Proposal 1: The study item should focus on the sub-use-case of single timestep compression and reconstruction of observed channel features using X-node machine learning based techniques.

Proposal 2: Consider signaling enhancements to enable the collection of a dataset that may be useful for offline training.
Proposal 3: Focus on offline training scenario, where the development and training of the ML model for CSF happens offline without the need to involve 3GPP signaling.
Proposal 4: The input to the CSI encoder should be left to UE implementation.
Proposal 5: The output at CSI decoder can be specified.

Proposal 6: Study signaling and procedures for X-node CSF performance monitoring, including assistance information, performance report and indication of model deactivation, retraining or switching.
Observation 1: Input to a proprietary on-device model cannot be specified.
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