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Introduction
The study item on expanded and improved NR positioning was approved in [1]. One of the study objectives includes the enhancements for positioning support of RedCap UEs:
	Positioning support for RedCap UEs, considering the following:
· Evaluate positioning performance of existing positioning procedures and measurements with RedCap UEs [RAN1]
· Based on the evaluation, assess the necessity of enhancements and, if needed, identify enhancements to help address limitations associated with RedCap UEs [RAN1, RAN2]


In this contribution, we express our views on potential enhancements that can be considered to improve positioning performance for RedCap UEs.
Positioning accuracy targets for RedCap
RedCap UEs, introduced in Rel-17, are subject to a maximum UE BW capability of 20 MHz for FR1 bands and 100 MHz for FR2 bands. As can be expected, and as elaborated in Section 3, the reduced BW would impact the achievable positioning accuracy. Considering the two max UE BW values, the case of FR1, wherein a UE is subject to max UE BW of 20 MHz would be of primary interest in assessment of positioning performance for RedCap UEs, and is the case we focus in this paper. 
As a first step, it would be necessary to discuss within RAN1 and converge on the targets for positioning accuracy. Specifically, whether the requirements for e.g., for industrial IoT as in TS 22.104 or for high-accuracy positioning as in TS 22.261 for commercial use-cases would apply for RedCap UEs or the requirements may be relaxed. Some exemplary requirements are reproduced in Tables 1 and 2.

Table 1. Positioning performance requirements – IIoT (from TS 22.104)
	Scenario
	Horizontal accuracy
	Vertical accuracy
	Availability
	Heading
	Latency for position estimation of UE
	UE speed
	Corresponding Positioning Service Level in TS 22.261

	Mobile control panels with safety functions (non-danger zones)
	< 5 m 
	< 3 m
	90 %
	n/a
	< 5 s
	n/a
	Service Level 2

	Process automation – plant asset management
	< 1 m
	< 3 m
	90 %
	n/a
	< 2 s
	< 30 km/h
	Service Level 3

	Flexible, modular assembly area in smart factories (for tracking of tools at the work-place location)
	< 1 m (relative positioning)
	n/a
	99 %
	n/a
	1 s
	< 30 km/h
	Service Level 3

	Augmented reality in smart factories
	< 1 m
	< 3 m
	99 %
	< 0.17 rad 
	< 15 ms
	< 10 km/h
	Service Level 4

	Mobile control panels with safety functions in smart factories (within factory danger zones)
	< 1 m
	< 3 m
	99.9 % 
	< 0.54 rad
	< 1 s
	n/a
	Service Level 4

	Flexible, modular assembly area in smart factories (for autonomous vehicles, only for monitoring purposes)
	< 50 cm
	< 3 m
	99 %
	n/a
	1 s
	< 30 km/h
	Service Level 5

	Inbound logistics for manufacturing (for driving trajectories (if supported by further sensors like camera, GNSS, IMU) of indoor autonomous driving systems))
	< 30 cm (if supported by further sensors like camera, GNSS, IMU) 
	< 3 m
	99.9 %
	n/a
	10 ms
	< 30 km/h
	Service Level 6

	Inbound logistics for manufacturing (for storage of goods)
	< 20 cm
	< 20 cm
	99 %
	n/a
	< 1 s
	< 30 km/h
	Service Level 7



Table 2. Performance requirements for Horizontal and Vertical positioning service levels (commercial use-cases) (from TS 22.261)
	Positioning service level
	Absolute(A) or Relative(R) positioning
	Accuracy 
(95 % confidence level)
	Positioning service availability
	Positioning service latency 
	Coverage, environment of use and UE velocity 

	
	
	Horizontal Accuracy 

	Vertical Accuracy
(note 1)
	
	
	5G positioning service area
	5G enhanced positioning service area
(note 2)

	
	
	
	
	
	
	
	Outdoor and tunnels
	Indoor

	1
	A
	10 m
	3 m
	95 %
	1 s
	Indoor - up to 30 km/h

Outdoor 
(rural and urban) up to 250 km/h

	NA
	Indoor - up to 30 km/h

	2
	A
	3 m
	3 m
	99 %
	1 s
	Outdoor 
(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor 
(dense urban) up to 60 km/h

Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	3
	A
	1 m
	2 m
	99 %
	1 s
	Outdoor 
(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor 
(dense urban) up to 60 km/h

Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	4
	A
	1 m
	2 m
	99,9 %
	15 ms
	NA
	NA
	Indoor - up to 30 km/h

	5
	A
	0,3 m
	2 m
	99 %
	1 s
	Outdoor 
(rural) up to 250 km/h
	Outdoor 
(dense urban) up to 60 km/h

Along roads and along railways up to 250 km/h
	Indoor - up to 30 km/h

	6
	A
	0,3 m
	2 m
	99,9 %
	10 ms
	NA
	Outdoor 
(dense urban) up to 60 km/h
	Indoor - up to 30 km/h

	7
	R
	0,2 m
	0,2 m
	99 %
	1 s
	Indoor and outdoor (rural, urban, dense urban) up to 30 km/h
Relative positioning is between two UEs within 10 m of each other or between one UE and 5G positioning nodes within 10 m of each other (note 3)

	NOTE 1:	The objective for the vertical positioning requirement is to determine the floor for indoor use cases and to distinguish between superposed tracks for road and rail use cases (e.g. bridges).

NOTE 2: 	Indoor includes location inside buildings such as offices, hospital, industrial buildings. 

NOTE 3:	5G positioning nodes are infrastructure equipment deployed in the service area to enhance positioning capabilities (e.g. beacons deployed on the perimeter of a rendezvous area or on the side of a warehouse).



As can be seen from Tables 1 and 2, most of the accuracy requirements are rather challenging considering maximum of 20 MHz BW (corresponding to ~15m distance resolution), for which, positioning accuracy within 5m or less may not be feasible with high confidence when considering a single positioning method. 
For RedCap commercial use-cases, e.g., wearables, GNSS-RTK assistance data can be leveraged to improve accuracy.  
Therefore, it would be necessary to first determine the target requirements for RedCap and evaluate the achievable performance with 20 MHz in FR1 bands under different scenarios, e.g., corresponding to UMa deployments, IIoT deployments to determine potential performance gaps and need for enhancements.


· RAN1 to decide on target positioning accuracy for RedCap use-cases for NR-based positioning, potentially considering availability of multiple complementary positioning methods to ascertain the need for enhancements for RedCap UEs with max UE BW of 20 MHz.
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Positioning Using Bandwidth Limited Signals
In this section, we consider an impact of the bandwidth limitation for the UEs with reduced capabilities (RedCap) which may lead to the insufficient resolution in time domain and affects the accuracy of the DL-TDOA, UL-TDOA, and Multi-RTT positioning methods. We consider the bandwidth stitching and super resolution positioning techniques with the frequency hopping signal transmission and carrier phase measurements to resolve the problem of insufficient time accuracy for the RedCap UEs, if enhancements for higher accuracy would be necessary. 

Timing Measurement Using Bandwidth Limited Signals
The performance degradation for the UEs with reduced capabilities (RedCap) for the DL-TDOA, UL-TDOA, and Multi-RTT timing-based positioning methods comes from the bandwidth limitation. It may result in insufficient time resolution of multipath components with fractional sample time delay. For the accurate positioning the advanced methods for the fractional time delay estimation need to be considered to minimize performance degradation under the bandwidth limitation constraint. 
Figure 1 shows an example of channel impulse response realization in continuous time and two examples for the sampling time Ts equal to T1 = 0.5 and T2 = 1.0. It may be noted, that the T1 is sufficient for the resolution of all paths in the channel impulse response realization and is equal to the minimal time delay between the channel paths. However, usage of T2 as a sampling time does not allow to resolve the first two paths of the dominant power and causes a fractional sample time delay. 



[bookmark: _Ref99445375]Figure 1: Example of channel impulse response in continuous time

The fractional sample time delay of the multipath components results in channel distortion and appearance of additional channel paths which are not present in the original channel impulse response. 
Figure 2 illustrates an impact of the limited signal bandwidth by example of sampling the original channel impulse response shown in Figure 1 with sample time duration T1 = T2/2 (see Figure 2 a) and T2 = 2×T1. 

	[image: ]
	[image: ]

	(a) Sample time duration – T1 = T2 / 2
(Integer sample delay illustration)
	(b) Sample time duration – T2 = 2×T1
(Fractional sample delay illustration)


[bookmark: _Ref99445975]Figure 2: Impact of limited signal bandwidth and fractional sample delay effect

In the first case, the channel impulse response does not change the shape and all paths present in the original channel realization in Figure 1 can be perfectly resolved.
However, in the second case, the main taps of the channel impulse response are significantly distorted, and additional “tail” path delays appear with respect to the original channel realization shown in Figure 1.
This effect can be further described analytically by using the channel realization in frequency domain, written as follows:
	,
	(1)


where H(k) is the channel response in frequency domain at the kth frequency subcarrier, Am is the channel amplitude of the mth path, φm is the phase of the mth path, Tm is the time delay of the mth path, Ts is the sampling time duration, D is the total number of channel paths, and N is the total number of subcarriers in the signal spectrum. 
Applying inverse Fourier transform, the discrete time channel impulse response can be found as:
	,
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where h(n) is the channel coefficient for the nth time sample. The outer sum is taken over the total number of subcarriers N and the inner sum is taken over the total number of channel paths D.
Changing the order of summation in (2), the following equation can be written for the discrete channel impulse response:
	.
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Finally, introducing the time spreading function σm:
	,
	(4)


where tm is the fractional time delay equal to the ratio of Tm to the Ts and the equation (3) can be simplified as:
	.
	(5)


The function σm describes the time spreading of the channel paths with the fractional time delays over the taps in the discrete channel impulse response realization. 
Two limit cases are possible with respect to the channel time delays Tm.

Case 1 – integer time delay:
In the first case, the channel time delay Tm is the multiple integral of the sample time duration Ts:
	.
	(6)


In that case, the time spreading function σm is reduced to be a Dirac Delta function and the mth channel impulse response coefficient h(m) has a true amplitude Am and phase φm of the continuous time channel impulse response (see example in Figure 2a). 
The discrete channel impulse response is defined as follows:
	.
	(7)


Therefore, all path time delays are orthogonal and can be perfectly distinguished. 

Case 2 – fractional time delay:
In the second case, the channel time delay Tm is a fraction of the sample time duration Ts: 
	.
	(8)


In that case the spreading function σm cannot be reduced to the Delta function and the multipath components with different delays cannot be orthogonalized (see example in Figure 2b). It means that each discrete time sample h(n) carriers on the information of continuous time delay Tm. 
The equation for h(n) in that case is written in general form as follows:
	.
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To distinguish the multipath components in (9), the estimation of the σm time spreading functions corresponding to each time delay Tm is required. 
The orthogonalization of the spreading functions can be achieved by application of the frequency bandwidth extension. Although the transmission bandwidth for RedCap UEs is limited, the frequency hopping technique can be applied to perform multiple channel measurements over a larger bandwidth. 

Bandwidth Stitching
The multiple channel observations obtained with frequency hopping measurements can be processed at the receiver side to “stitch” them into a wideband channel realization. Eventually it results in a sample time duration reduction and the discrete Fourier size extension.
In the provided example in Figure 2b the Fourier size extension by a factor of two enables to resolve the first two channel paths and transform the channel observation to the realization shown in Figure 2a. The time spreading function σm is reduced to be a Delta function in that case (see case 1 considered earlier). 

Super resolution techniques
In an alternative approach, the multiple channel observations obtained with frequency hopping measurements can be processed by using the super resolution Multiple Signal Classification (MUSIC) like methods, [2]. In that case the channel measurements for the different parts of the spectrum are used to compute a sample covariance matrix. The sample covariance matrix is then used to estimate the time spreading functions σm and corresponding channel time delays Tm. 


· Bandwidth limitation for UEs with reduced capabilities (RedCap) may result in insufficient resolution of multipath components in time and cause a fractional time delay.


· For the accurate DL-TDOA, UL-TDOA, and Multi-RTT timing-based positioning the advanced methods for the fractional time delay estimation need to be considered to minimize the performance degradation under the bandwidth limitation constraint.


· Although the transmission bandwidth for RedCap UEs is limited, the frequency hopping technique can be applied to perform multiple channel measurements over a larger bandwidth.


· The multiple channel observations obtained with the frequency hopping measurements can be processed at the receiver side by application of the bandwidth “stitching” or super resolution MUSIC like methods.

Based on the provided considerations we have the following proposal:


· Study frequency hopping (FH) techniques for the UL-SRS and DL-PRS signal transmission to enhance the timing-based estimates of the DL-TDOA, UL-TDOA, and Multi-RTT positioning methods for the RedCap UEs.

Bandwidth Stitching Technique
The bandwidth stitching technique utilizes a frequency hopping transmission for the positioning reference signals, wherein a wideband channel is effectively realized based on multiple channel observations to enhance the time resolution of the DL-TDOA, UL-TDOA, and Multi-RTT positioning methods. However, phase discontinuities pose a challenge in such “stitching” of bandwidths across different BWPs/carriers.

Super Resolution Technique
MUSIC Algorithm
The Multiple Signal Classification (MUSIC) algorithm uses multiple channel observations for the subcarrier frequencies (k, k+1, …, k+N-1), where k is the starting subcarrier frequency and N is the total number of subcarriers in observation. 
The channel estimate in the frequency domain for subcarrier frequencies (k, k+1, …, k+N-1) can be written in the form:
	,
	(10)


where Xk is the N × 1 channel estimate vector, Ak is the N × D delay matrix, h is the D × 1 channel vector, and Wk is the N × 1 Gaussian noise vector with independent and identically distributed components with zero mean and variance σw2.
The delay matrix Ak consists of the column vectors ak(Tm) defined as follows:
	,
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where Tm is the time delay of the mth channel path, Ts is the sample time duration, k is the starting index of subcarrier, and N is the total number of subcarriers in the observation. 
The channel vector h is defined as follows:
	,
	(12)


where Am is the channel amplitude of the mth path, φm is the channel phase of the mth path, and D is the total number of paths in the channel realization. 
The MUSIC algorithm uses a covariance matrix of the vector Xk for the path relays (T0, T1, …, TD-1) estimation. The covariance matrix R of size N × N can be written in the form:
	.
	(13)


where E[ ] is the expectation operator taken with respect to the statistics of vector Xk. It consists of two parts corresponding to the channel component E[AkhhHAkH] and the noise component E[WkWkH]. 
The covariance matrix R can be represented using Singular Value Decomposition (SVD) in the form:
	,
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where λi is the ith eigenvalue and Vi is the ith N × 1 eigenvector. The first D eigenvalues represent the channel eigenvalues and the last (N - D) components are the noise eigenvalues. The eigenvalues are sorted in descent order and the last (N - D) eigenvalues are equal to the noise variance σw2: 
	.
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Finally, the algorithm plots the MUSIC pseudo spectrum function in the form:
	,
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where a(T) is the delay vector introduced in (11) and E is the N × (N - D) noise eigenmatrix which consists of the noise eigenvectors (VD, VD+1, …, VN-1): 
	.
	(17)


The P(T) is plotted as a function of continuous time variable T and the time values corresponding to the peak values of P(T) are selected as the estimates of the channel time delays (T0, T1, …, TD-1). 

Covariance Matrix Estimation
To estimate the covariance matrix R, a Maximum Likelihood (ML) algorithm can be used, which maximizes the joint multivariate probability density function of vector Xk observations:
	,
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where K is the total number of observations of vector Xk used in the estimation of R.
The maximization of (18) is performed with respect to the unknown matrix R and the matrix R maximizing the f(X0, X1, …, XK-1) is selected as the ML estimation. 
The joint probability density function for the vectors (X0, X1, …, XK-1) is written as:
	.
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The product of the vector Xk with the inverse covariance matrix R-1 can be written using trace function definition:
	.
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Substituting (20) into (19) the probability density function is modified as follows:
	.
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The order of summation and trace function operator can be changed, and the notion of the sample covariance matrix can be introduced:
	,
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where S is the N × N sample covariance matrix. 
Using (22), the (21) is given by:
	.
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As it was shown in [3], the ML estimate of the covariance matrix for the finite set of observations Xk maximizing f(X0, X1, …, XK-1) in (23) is equal to the sample covariance matrix:
	.
	(24)


To estimate the MUSIC pseudo spectrum function P(T), beyond the covariance matrix, one needs to estimate the number of channel paths D in the observation to select the model order.

Model Order Selection
The found sample covariance matrix S can be represented using SVD decomposition in the form:
	.
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where li is the ith eigenvalue and Ci is the ith N × 1 eigenvector. Note that the eigenvalues and eigenvectors for S in (25) and R in (14) are not the same due to finite number observations of K. 
Similar to R, the sample covariance matrix S can be decomposed into two parts, including the channel component and the noise component as follows:
	.
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where lw,i is the ith noise eigenvalue and n is the estimate of the model order D. In contrast to the covariance matrix R, the noise eigenvalues of S are not uniformly distributed and not equal to the noise variance σw2 for the finite value of K (see (15)).
Figure 3a shows noise eigenvalues distribution for the sample covariance matrix S for the different values of K by example of N = 128 and SNR = 0 dB (σw2 = 1).
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	(a) Example of noise eigenvalues distribution for different values K
	(b) Example of noise eigenvalues compensation


[bookmark: _Ref99789557]Figure 3: Eigenvalues distribution for sample covariance matrix, SNR = 0 dB, σw2 = 1

The noise eigenvalues have non-uniform distribution for the small values of K, and it tends to a uniform distribution if K → ∞. However, the distribution of lw,i is a function of the noise variance σw2, N, and K and can be found if these parameters are known. 
To estimate a model order parameter D, the noise eigenvectors can be found first to compensate the impact of the noise component in (26). Figure 3b shows an example of noise eigenvectors compensation, where the blue line corresponds to the noise eigenvalues lw,i and red line corresponds to the channel eigenvalues αi = (li – lw,i) after compensation. 
The obtained channel eigenvalues αi are normalized to its maximum value max(αi) and the model order estimate n is selected as the maximum value of index i for which αi / max(αi) ratio exceeds the predefined threshold γ: 
	.
	(27)


Finally, the selected model order D = n and the estimate of the sample covariance matrix S are used in (16) to plot the MUSIC pseudo spectrum function P(T). 

Simulation Analysis
For the channel impulse response realization shown in Figure 1, we provide the MUSIC pseudo spectrum function estimation for different values of SNR equal to 0 dB, 10 dB, 20 dB, and 30 dB, found using algorithm considered earlier by example of N = 128 and K = 32.
Figure 4 shows the MUSIC pseudo spectrum function estimate P(T) normalized to its maximum value max(P(T)) for convenience of representation. 

	[image: ]
	[image: ]

	(c) SNR = 20 dB
	(d) SNR = 30 dB
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	(a) SNR = 0 dB
	(b) SNR = 10 dB


[bookmark: _Ref100059014]Figure 4: MUSIC pseudo spectrum function estimates for different SNR values and the original channel impulse response realization

The maxima of the normalized P(T) correspond to the time values Tm in the original channel impulse response realization. The sharpness of the P(T) function, i.e., the accuracy of time estimation depends on the SNR value and the larger the SNR, the more accurate timing estimate can be achieved. 
The first and the second paths in the channel impulse response with the time delays T0 = 0.5 and T1 = 1.0 can be resolved in all cases. This is achieved by the covariance matrix estimation (averaging) over the channel realizations collected in a larger bandwidth using frequency hopping transmissions. 


· The MUSIC algorithm enables substantial improvement of the accuracy for the timing-based estimates using multiple channel realizations collected in a larger bandwidth acquired by the frequency hopping transmissions.

Based on the provided considerations we have the following proposal:


· If enhancements are determined as necessary for 20 MHz RedCap UEs, study super resolution MUSIC-like methods for performance improvement of the DL-TDOA, UL-TDOA, and Multi-RTT positioning methods for RedCap UEs and the support of frequency hopping-based schemes to enable such algorithms. 

Carrier Phase Positioning Technique
Carrier phase positioning techniques offer yet another method to achieve high accuracy positioning that could be leveraged for positioning for RedCap UEs with limited BW.
[image: ]
Figure 5: Exemplary performance comparison (assuming 100 MHz) for various high-accuracy positioning methods

Details on carrier phase positioning techniques are discussed in our companion contribution [4]. 


· If enhancements are determined as necessary for 20 MHz RedCap UEs, study carrier phase measurements-based positioning techniques for positioning performance improvement for RedCap UEs. 
Conclusion
In this contribution, we provided our views on potential enhancements for NR positioning of RedCap UEs. In summary, we have the following observations and proposals:
Observations:
Observation 1: 
· Bandwidth limitation for UEs with reduced capabilities (RedCap) may result in insufficient resolution of multipath components in time and cause a fractional time delay.
Observation 2: 
· For the accurate DL-TDOA, UL-TDOA, and Multi-RTT timing-based positioning the advanced methods for the fractional time delay estimation need to be considered to minimize the performance degradation under the bandwidth limitation constraint.
Observation 3: 
· Although the transmission bandwidth for RedCap UEs is limited, the frequency hopping technique can be applied to perform multiple channel measurements over a larger bandwidth.
Observation 4: 
· The multiple channel observations obtained with the frequency hopping measurements can be processed at the receiver side by application of the bandwidth “stitching” or super resolution MUSIC like methods.
Observation 5: 
· The MUSIC algorithm enables substantial improvement of the accuracy for the timing-based estimates using multiple channel realizations collected in a larger bandwidth acquired by the frequency hopping transmissions.

Proposals:
Proposal 1: 
· RAN1 to decide on target positioning accuracy for RedCap use-cases for NR-based positioning, potentially considering availability of multiple complementary positioning methods to ascertain the need for enhancements for RedCap UEs with max UE BW of 20 MHz.
Proposal 2: 
· Study frequency hopping (FH) techniques for the UL-SRS and DL-PRS signal transmission to enhance the timing-based estimates of the DL-TDOA, UL-TDOA, and Multi-RTT positioning methods for the RedCap UEs.
Proposal 3: 
· If enhancements are determined as necessary for 20 MHz RedCap UEs, study super resolution MUSIC-like methods for performance improvement of the DL-TDOA, UL-TDOA, and Multi-RTT positioning methods for RedCap UEs and the support of frequency hopping-based schemes to enable such algorithms. 
Proposal 4: 
· If enhancements are determined as necessary for 20 MHz RedCap UEs, study carrier phase measurements-based positioning techniques for positioning performance improvement for RedCap UEs.
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