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Introduction
The new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes terminology and description to identify common and specific characteristics for the AI/ML framework investigations:
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate


In this contribution, we express our views on the general framework for AI/ML for this SID.

Terminology

In terms of terminology, we believe we can use RAN3 TR37.817 as a starting point with some small adjustments as shown below:
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference.
· AI/ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs
·  AI/ML Training: An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.
· Online Training: A process where an AI/ML model is adjusted by re-training at a fast time-scale e.g. in a gNB-CU
· Offline Training: A process where an AI/ML model is trained once and not adjusted by re-training at a fast time-scale
· AI/ML Inference: A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model.

Proposal-1: We propose to define terminologies using TR37.817 as a starting point- including Data Collection, AI/ML Model, AI/ML online and offline training, AI/ML inference

Functional framework
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In terms of a functional framework for AI-ML we show above the framework from RAN3 TR37.817 with small modifications – overall we think this still fits the use-cases in RAN1. In terms of defining the functional blocks, we observe that the definitions from RAN3 can also be reused with small modifications as shown below:

· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.
· Examples of input data may include measurements from UEs or different TRPs, feedback from Actor
· Training Data: Data needed as input for the AI/ML Model Training function
· Inference Data: Data needed as input for the AI/ML Model Inference function.
· Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required.
· Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function.
· Model Inference is a function that provides AI/ML model inference output (e.g., predictions or decisions). The Model Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required.
·  Output: The inference output of the AI/ML model produced by a Model Inference function.
·  Actor: is a function that receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: training data Information that may be needed to derive, inference data or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
 
Proposal-2: We propose to define a functional framework using TR37.817 as a starting point- including functional blocks of Data Collection, Model Training, Model Inference, Actor and functional elements of Training Data, Inference Data, Model Deployment/Update, Output and Feedback

Collaboration levels

In this section we provide the considerations on the AI/ML operations including the joint, NW-centric, and UE-centric approaches.

Joint AI/ML operation
Figure 1 shows a joint AI/ML operation particularly relevant for the CSI use-case (as an example) 
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Figure 1: Distributed artificial neural network architecture for positioning

In this case a NN resides both at the UE and at the gNB/TRP – conceptually an Encoder Network resides at the UE that terminates with a “bottleneck” layer which is a lower dimensional hidden layer while a Decoder Network resides at the gNB/TRP that reconstructs the CSI from the output of the bottleneck layer. As the name suggests different parts of the neural network are distributed across the RAN entities. The Encoder and the Decoder Network are jointly trained and managed. Both offline and online trained models are feasible although offline models are perhaps more practical. 

The specification impact of such a joint AI/ML operation may be quite significant particularly for inference data pre-processing and cleaning, formatting, and transformation. Significant UE capability information in terms of Model size and architecture also needs to be exchanged to allow interoperability.

UE-centric AI/ML operation
Figure 2 shows a UE-centric ANN architecture
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Figure 2: UE-based artificial neural network architecture

In contrast to a joint architecture shown in Figure 1, in this case an ANN resides only at the UE side. In this case, some assistance information may be needed from the gNB to the UE and also some capability information from UE to gNB, but overall the specifications impact to the air-interface can be relatively small. In this case the AI/ML functional framework may reside only on the UE side and can be implementation specific. 

Network-centric AI/ML operation
Figure 3 shows a NW-based ANN for CSI. 
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Figure 3: NW-based artificial neural network architecture

In this case an ANN resides only at the NW. This is quite practical and already exists in today’s networks to a certain extent (for larger time-scale problems like load balancing, CA management etc.). In this case the AI/ML functional framework resides only at the NW side and can be implementation specific or dependent on NG-RAN interfaces. Some changes to the air-interface may still be needed for supporting data-collection, feedback etc. but overall the specifications impact to the air-interface that can be envisioned is small.   

Proposal-3: Study benefits of joint, NW centric and UE centric collaboration levels for AI/ML operation and identify respective specification impacts


Conclusion

In this contribution, we provided our views on the framework related to AI-ML. In summary, we have the following proposals:

Proposal-1: We propose to define terminologies using TR37.817 as a starting point- including Data Collection, AI/ML Model, AI/ML online and offline training, AI/ML inference

Proposal-2: We propose to define a functional framework using TR37.817 as a starting point- including functional blocks of Data Collection, Model Training, Model Inference, Actor and functional elements of Training Data, Inference Data, Model Deployment/Update, Output and Feedback

Proposal-3: Study benefits of joint, NW centric and UE centric collaboration levels for AI/ML operation and identify respective specification impacts
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