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Introduction
In the SID on AI/ML for NR air interface [1], a study was agreed to explore the benefits and potential gains of using AI/ML techniques compared with traditional methods at the air-interface level for a few carefully selected use cases and assess the potential specification impact to enable improved support of AI/ML based algorithms. The related description on the general issues for AI/ML framework investigations have been agreed in the SID as below: 
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
(Skip)
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1. Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

1. Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this contribution, we will share our views on the general aspects of AI/ML framework, including a general framework for complete life cycle of the AI/ML application in NR air-interface enhancement, related requirements to adequately characterize the AI/ML application, including the dataset construction, various levels of UE-gNB collaboration, description on AI/ML model characterization, and life-cycle management of AI/ML models with defining stages of AI/ML related algorithms, and a set of common metrics and KPIs (in addition to conventional metrics, e.g., throughput, BLER, delay etc.) to evaluate the performance of an AI/ML model.
Discussion
Based on the framework and principles agreed for FS_NR_ENDC_data_collect, as captured in Section 4 of TR 37.817 [2], we first suggest a refined framework for AI/ML for NR air-interface in this study, which can better capture AI/ML characteristics, such as the interaction for different gNB-UE collaboration levels. 
Second, we share our views on data set construction, gNB-UE collaboration levels definition, followed by an adequate description on AI/ML model characterization. We further present and propose a common notation/terminology table, termed as model characterization card (MCC), for each company proposed AI/ML approach for the finial selected sub use cases, which can help to characterize and align the understanding on the proposed AI/ML approaches in whole life cycle. We have attempted to present the table as comprehensive as possible with different potential options, however, acknowledge that additional fields may be needed, and certain fields may need to be updated. 
Finally, based on the category of the proposed model (as determined in the model characterization card), we present a few important metrics and KPIs that may be considered in the evaluations.
General framework
In RAN3, a functional framework for RAN Intelligence is defined as copied in Figure 1 for the selected use cases and corresponding solutions studies[2], where the Data Collection function is defined to collect data from the network nodes, management entity or UE; the ML Training function is defined as an online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference; and the ML Inference function is defined as a process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model. 
[image: ]
[bookmark: _Ref100669760]Figure 1: Functional Framework for RAN Intelligence defined in FS_NR_ENDC_data_collect [2].
There also define the high-level principles, such as the study focuses on AI/ML functionality and corresponding types of inputs/outputs on NG-RAN level and try to define the workflow for AI/ML optimization. However, because of such high-level scope, the framework could not be precise enough to describe the AI/ML-related operations, e.g., the interaction for different gNB-UE collaboration levels, different stages of AI/ML related algorithms and the potential impacts on the air interface specifications. 
Therefore, we suggest having a refined framework for this study as shown in Figure 2.
[image: ]
Figure 2: A general framework for the study on AI/ML for NR air interface.
This framework includes three main functions: ‘Data set construction’, ‘Model management’ and ‘Model inference’, and in each function, there is a need to define some sub-functions and interfaces to each other as explained below in detail:
· Data set construction
Similar to the Data Collection function in Figure 1, this function is used to collect, label, generate and store the necessary data from the communication modules and other entities for the AI/ML approaches, such as simulation, field (e.g., measurement) data and side information. 
The interface to the model management function can provide the data for training, validation and monitoring, and the interface to the model inference can provide the historical data for some AI/ML approaches, such as the model of Recurrent Neural Network (RNN). More description on the method to construct the data set are discussed in Section 2.2.
· Model management
This function includes all model-related operations and management, including model training, model validation, model deployment, model monitoring and model updating, as introduced in short below:
· Model training: Similar with the ML Training function in Figure 1, the model may be trained with the labeled data from the data set.
· Model validation: Used to validate the model with some labeled data, different from the data used for training, before deployment.
· Model deployment: If the model is regarded as mature enough, it will be deployed at the expected side, i.e., gNB, UE, other network nodes (e.g., LMF) or on all nodes.
· Model monitoring: After deployment, the model would be monitored, either continuously or at regular intervals of time, for the expected performance in practice.
· Model updating: According to the monitoring results, this module initiates model update procedures, for example, to enable re-training or selection of another model if needed.
Note that this management function has the connection interfaces with the communication modules to support some kind of gNB-UE collaboration as discussed in Section 2.3. More description on the functions are discussed in Section 2.4. 
· Model inference
This function would include the inference operation with the deployed model as explained as below:
· Inference operation: The key function for any AI/ML approach, in order to derive the desired output, e.g., compressed CSI, optimal beam pair or enhanced position estimates.
The model inference function has the interface with the communication modules to collect the expected signals, such as the received reference signals, channel estimation results or other measurement results, and has the interface to the model management to feedback the inference results to assist model monitoring.
· Data pre-/post-processing
From the communication modules over the air interface, the data could be pre-processed before sending into the corresponding function, such as filtering, normalization, labeling. On the other hand, if needed, the output of the inference results might be post-processed when sending back to the communication modules, such as quantization. 
In summary, the framework in this study is refined from the agreed RAN3 basic framework with more detailed sub-functions, which can be referred as the basis for further investigation.
[bookmark: _Toc100594395][bookmark: _Toc100594521][bookmark: _Ref101190222][bookmark: _Ref101190227][bookmark: _Toc102130197][bookmark: _Toc102131439][bookmark: _Toc100594709]A general framework for this study on AI/ML for NR air interface enhancement is needed to align the understanding on the relevant functions for future investigation.
[bookmark: _Ref100589823]Data set construction
In general, at least for supervised learning, the data set is always constructed to train an AI model, and the performance of AI/ML approach is dependent on the data set construction. The performance of inference can be as good as that during the training phase, if the input data for validation is selected from the training data set. Thus, it does not make sense to use the data from the same data set to validate the model. Especially, for the complicated radio propagation environment, if the model is trained offline with simulation data, for example, the validity of such data would be questionable when deployed in practice. 
Therefore, to validate the model, it is better to select the validation data from a data set, that is at least partially constructed in a different way or disjoint with that for training data set with similar statistical properties (e.g., ensemble of radio propagation environment samples constructed with different modeling parameter sets).
[bookmark: _Toc100594397][bookmark: _Toc100594523][bookmark: _Toc100594711][bookmark: _Toc102130198][bookmark: _Toc102131440]Define and construct different data sets for different purposes, such as for model training and for model validation.
When constructing the data sets for performance evaluation on the selected sub use cases in this study, there could be following typical options, based on simulation or field data. 
· Option 1a: Generate a data set from simulation with a common set of parameters
This is a typical way ever done in 3GPP for performance evaluation. For example, the channel state information is generated based on the statistical models, such as those in TR 38.901 and TR 38.857, for either link- or system-level simulations. To evaluate a proposal, a common set of parameters needs to be agreed by companies, such as scenarios, cell layout, number of antennas and arrangement, number of UEs, large and small fading channel models, etc., which are used and fed into the statistical models to generate the random radio channel coefficients of a number of drops and/or a time duration. Note that, the data generated via this option have the same statistical properties, but different variables for different random seeds by different companies. 
· Option 1b: Use a common static data generated from a simulation with a common set of parameters
This option can be regarded as a set of realizations of the data generated via Option 1a. With the common agreed set of parameters, the channel coefficients of a number of drops and/or a time duration are generated and shared with all companies for evaluation, which means that all companies would use the data from such uniform static data set to do evaluation, which could be more friendly for the AI/ML approaches than Option 1a. However, the drawback is that the volume of such data set could be very large for download and not flexible enough for various scenarios. 
· Option 2: Generate a data set from an AI model trained from field data
Because the simulation-based scheme could be greatly constrained by many unrealistic assumptions with mathematical models and neglected subtle details about the different scatterers in specific communications environments, which is also related with the channel coefficients, as well as to evaluate and validate models. Recently, some AI-model-based approaches have been proposed to generate the channel model, such as to use Generative-Adversarial-Network (GAN) to learn the propagation environment [3]. However, this scheme still needs the field data to train a model, which also needs enough evaluation whether it is reasonable or flexible enough for the study.
· Option 3: Fully use static field data results as the data set directly
This option is to use the field data with channel sounder, directly. On one hand, the volume of such field data could be very large, and on the other hand, the data set might not be flexible and representative of various scenarios.
To have a fair and meaningful evaluation with the non-AI approaches, we suggest using Option 1a or 1b, i.e., the traditional simulation data-based data, with a common set of parameters, for training.
[bookmark: _Toc100594398][bookmark: _Toc100594524][bookmark: _Toc100594712][bookmark: _Toc102130199][bookmark: _Toc102131441]Using Option 1a or 1b, i.e., simulation data based, to construct the data set at least for model training, and the data set construction for other purposes needs to be further discussion. 
In addition, the data set should not be constructed only for the evaluation in the study, but also for the real deployment, especially for the ground truth acquisition for supervised learning schemes. For example, if the ‘ideal channel state information’ is used in the model training, it could be questionable in practice. Thus, it is better to indicate what and how the ground truth can be acquired for the selected AI/ML approach to be studied on the selected sub use cases.
[bookmark: _Toc102130200][bookmark: _Toc102131442]The acquisition on ground-truth data for supervised learning needs to be workable in practice for any proposed AI/ML approach.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]gNB-UE collaboration levels
Taking the potential impacts on the air interface specifications, it is necessary to consider different collaboration levels to support AI/ML operations between gNB and UE, that is, the type of information and processing required to be interacted to satisfy arbitrary AI/ML operations, which is also one of the key issues to select the sub use cases to be studied. 
We suggest classifying the categories as listed in Table 1, according to the collaboration operations either for model management (including training) or for model inference.
[bookmark: _Ref100738043]Table 1: Proposed categories of gNB-UE collaboration levels.
	Category
	Collaboration for model management
	Collaboration for model inference

	Cat.1
	×
	×

	Cat.1a (optional)
	×
	×

	Cat.2
	√
	×

	Cat.3
	√
	√


· Cat.1: No AI/ML operation-related information interaction
In this category, gNB and UE do not need to interact any AI/ML operation related information, and the AI/ML approach is completely based on gNB/UE implementation. The AI/ML approach of this category can be selected as baseline AI/ML technique for the performance evaluation on the use cases. 
· Cat.1a: No AI/ML operation-related information interaction, except for some indications
Under this category, it is similar to Cat.1, i.e., implementation based-AI model at gNB/UE, however, some signaling/indication/configuration (e.g., AI/ML capability, generic parameters) is needed that implicitly indicates the support of AI operation at the gNB/UE. This category can be considered to be optional in this study.
· Cat.2: Interact model management related information
In this collaborative category, gNB and UE need to interact the model management-related information, i.e., for model training, validation, data related to online training, deployment, monitoring and updating. The information for the model inference between gNB and UE, if any, would be carried over the existing air interfaces. 
Note that the model training and inference are still assumed to be performed in one node, however, the node receives information from the other node that can help in the training and/or inference process, as well as performance monitoring. Model management-related information exchange among multiple nodes (e.g., other gNBs and UEs) is also considered within this category.
· Cat.3: Interact both model management and inference related information
In this category, gNB and UE need to interact the model management-related information, as well as the inference-related information, such as the intermediate variables of an autoencoder AI model or any feature tensor among the neural networks. Under this category, the AI operation is partly deployed across both nodes. Model management and inference-related information exchange among multiple nodes (e.g., other gNBs and UEs) is also considered within this category. In special cases such as positioning, an additional entity such as the LMF may require additional interaction with the gNB and UE on model management and inference related information.
Note that the above three categories are based on the interacted AI/ML operation-related information, either if for model management or model inference. Though they can be further divided into more sub-categories with more detail options of operations and/or nodes, these three categories are sufficient at this initial phase of the SI.
[bookmark: _Toc100594399][bookmark: _Toc100594525][bookmark: _Toc100594713][bookmark: _Ref101190471][bookmark: _Toc102130201][bookmark: _Toc102131443]Define three categories of gNB-UE collaboration levels as listed in Table 1, according to the interacted AI/ML operation-related information.
Characterization of an AI/ML approach
In this section, we focus on creating a feature list which can be used to characterize any proposed AI/ML approach for the sub use case. Generally, we have three phases in the life cycle of an AI/ML model as shown in Figure 3, and in each phase, we attempt to list different potential options that may be used to describe an AI/ML method.
[image: ]
[bookmark: _Ref100669763]Figure 3: A typical life cycle management of an AI/ML model.
Phase I: Model training & validation
In this phase, the model would be trained and validated, so it is necessary to detail the mechanism/procedures in which the model is trained and define the requirements for all possible options for each operation.
· Training model
The used model can be trained via the following options: 
1) Trained in an offline simulation environment; 
2) Pre-trained in an offline simulation environment, followed by a fine-tuning phase in the real environment; 
3) Trained in the real environment (e.g., no pre-training is possible in the lab). 

· Training paradigm
The training paradigm can be 
1) Centralized learning, i.e., all data collection and learning computation happens at one node; 
2) Federated learning; 
3) Distributed learning.

· Training data set (including validation data set)
For the data set for training/validation, it can be 
1) Collected through simulation environment, as Option 1a/b, 2 in Section 2.2; 
2) Collected from the field offline – offline field data, as Option 3 in Section 2.2; 
3) Collected from the field during training – online field data. as Option 3 in Section 2.2; 

· Collaboration for the data collection 
To define which nodes are collaborating in preparation of the training/validation data, there are 
1) No field data needed, and data from simulation environment used, corresponding to Cat.1/Cat.1a collaboration level in Section 2.3, 
2) The training/validation data can be collected without specification impact, corresponding to Cat.1/Cat.1a collaboration level in Section 2.3; 
3) Collaboration between the UE and gNB is needed, corresponding to Cat.2/Cat.3 collaboration level in Section 2.3, 
4) Even from more other UEs are gNBs involved if needed, corresponding to multiple node case of Cat.2/Cat.3 collaboration level in Section 2.3, 

Phase II: Model deployment & inference
In this phase, the model would be deployed and perform inference, so it is necessary to explain how the model is deployed and what are the requirements, including all the options for each operation.
· Deployment node(s)
It should indicate where the model is deployed, with the options: 
1) In network (e.g., gNB or other network nodes) only; 
2) In UE only; 
3) A model split between UE and network (e.g., autoencoder with an encoder at UE and the corresponding decoder at gNB)

· Collaboration for the data collection 
To define the input of the AI model and which nodes are involved in construction of the input data, including the options as 
1) The input data only depends on the data available (e.g., measured) at the node it has been deployed in (e.g., the corresponding gNB, UE, or gNB/UE pair), corresponding to Cat.1 in Section 2.3; 
2). The input data needs to be exchanged (e.g., signaled) between the UE and gNB, corresponding to Cat.2 and Cat.3 in section 2.3;
3) Even from other UE(s)/gNB(s), corresponding to multiple node case of Cat.2 and Cat.3 in Section 2.3.
Phase III: Model monitoring & Update: 
As some of the parameters of the environment changes (e.g., channel statistics, number of active users etc.) we may need to monitor and update our deployed model. 
· Model monitoring 
This procedure helps to find out when the model underperforms to initiate a model update procedure within the AI/ML framework, including the options: 
1) No need for model monitoring and update; 
2) Performed at the corresponding node; 
3) Performed at another node/entity in the network. 
4) Model updates are initiated periodically. 

· Model update paradigm
Similar to the training phase, some nodes should cooperate for execution of the model update, and this can be categorized as 
1) Centralized procedure; 
2) Federated procedure; 
3) Distributed procedure.

· Data collections 
The date to monitor and update the model have the following options: 
1) No field data collection needed; 
2) Offline field data; 
3) Online field data.
The above discussion can be summarized in the following table, i.e., AI Model Characterization Card (MCC). In each column at least one of the options should be selected for the proposed model. If a particular phase is not applicable to the model, they can be grayed out.
[bookmark: _Ref100735142]Table 2: Proposed AI Model Characterization Card (MCC).
		AI/ML Proposal
	Model Training/Validation Phase
	Model Deployment /Inference Phase
	Model Monitoring/Update Phase

	
	Model Training
	Learning Paradigm
	Data Set
	Data Collection
	Deployment
	Inference Data collection
	Model Monitoring
	Model update paradigm 
	Update Data collection

	The Name of the proposed scheme
	Offline (simulation)
	Centralized 
	Simulated data
	Only simulated data
	In network
	Legacy signaling - no spec impact 
	No monitoring needed
	Centralized 
	No field data needed

	
	Pre-trained (simulation) + fine-tuned (field) 
	Federated 
	Offline field data
	Legacy signaling - no spec impact
	In UE
	Collaboration b/w a UE & gNB 
	At corresponding nodes 
	Federated 
	Offline field data

	
	Field 
	Distributed 
	Online field data
	Collaboration b/w a UE & gNB
	Split b/w network and UE 
	Across multiple nodes
	At another node
	Distributed
	Online field data

	
	 
	 
	 
	Across multiple nodes
	 
	 
	Initiated periodically
	 
	 





Note: Simulation data: The data is generated by simulators, as indicated as Option 1a/b and 2 in Section 2.2. Offline field data: the data is collected from the environment, but they do not necessarily have to be in real time (it could be the stored data of the past), as indicated as Option 3 in Section 2.2. Online data: the data collected from the environment during the operating time of the entity.
We have attempted to present the table as comprehensive as possible with different potential options, however, acknowledge that additional options may be needed, and certain options may need to be modified according to the inputs of different companies and meeting discussions. An associated excel file of the model characterization card is included for further discussion.
Examples of how the MCC can be completed to represent an AI model are presented in our contributions on CSI-feedback enhancement [4], beam management [5] and positioning accuracy enhancement [6].  
[bookmark: _Toc100774543][bookmark: _Toc101193146][bookmark: _Toc101193253][bookmark: _Toc101193405][bookmark: _Toc101193415][bookmark: _Toc102130189][bookmark: _Toc102131436]A common notation/terminology table, termed as an AI Model Characterization Card (MCC), for a proposed AI model can facilitate a unified understanding on the relevant characteristics and requirements. 
[bookmark: _Ref101190466][bookmark: _Toc102130202][bookmark: _Toc102131444]Adopt the AI Model Characterization Card (MCC) of an AI/ML model in Table 2 as a starting point for further discussion and refinement.  
KPIs and Metrics for Performance Evaluations
An AI Model Characterization Card of an AI/ML model proposal can help to better characterize the model to be used for calibration and determine the corresponding metrics and KPIs. In this section, we will list the metrics and KPIs that a proposed AI/ML model should be evaluated against as per the agreed/accepted evaluation methodology and assumptions for each agreed use case. 
We propose that the following common KPIs should be evaluated for each selected AI/ML method. 
· Inference performance
a) Inference results accuracy
This value is used to indicate the performance of an AI/ML-based approach, and such value should be stated in detail case-by-case. In some cases, it might be more relevant/meaningful to also state the effectiveness of the inference accuracy in terms of other KPIs such as throughput, BLER, etc.
b) Inference latency
This value is used to indicate how long it takes for the model to generate the output, which is, of cause, related with the model used and hardware platform.
c) Average model update rate 
If the model needs to be updated (due to changes in environment or etc.), it should be mentioned how often (on the average) this process should be performed. This rate highly affects the applicability of the proposed method in real environment.
Note: If a model has a very good performance, but needs to be updated very frequently and each time it takes a long time to update and/or needs lots of training data to update then it is unlikely a good model. In this KPI we should quantify how often the update happens. In the following, we propose KPIs that track how long each update step takes and how data insensitive is the model. 

· Training overhead 
a) Time required for training
This value is used to indicate the convergence time to make the model ready for deployment, which is, of cause, related with the model used and training hardware platform. Relevant only if there is a fine-tuning step or training with field data.
b) Model update
The value is used to indicate how long it takes for a model to be updated.

· Communication/signaling overhead
Specify the amount of extra communication overheard needed for all phases of the model lifecycle, as for the gNB-UE collaboration Cat.2 and Cat.3 in Table 1.
a) Model transfer 
The communication overhead needed to transfer (if required) the model configuration and/or weights or parameters to the nodes that it should be executed when deployment over the air interface.
b) Inference: 
The amount of communication needed to have the data needed for the inference step. This overhead is zero, if the data needed for inference is available at the same node at which inference happens. 
c) Model update: 
The communication overhead needed to perform model update including but not limited to i) due to gathering of data for re-training of the model for the new settings; ii) due to communication that might be needed for the re-training stage.  

· Communication latency/delay requirement/convergence time: 
Specify how long it takes to prepare the information needed for each phase and if there is a delay requirement needed to be satisfied for the successful completion of that phase.
a) Initial training: 
The convergence time of the model and also how long it takes to prepare the data needed for training. Relevant only if there is a fine-tuning step or training with field data.
b) Inference: 
Several factor may cause outdated inference data which might be not very useful in real environment, e.g., the time needed for gathering information needed as the input of them model, the time needed to model to be executed itself (usually small since it is a forward pass), the time needed to the result of the AI/ML propagate back to where it should be applied and etc.. All these delays should be carefully analyzed 
c) Model update: 
Long convergence time for model update reduce the practicality of AI/ML mode specially if the model update rate is high. The time needed for collection of training data for model update also accounted here.

· Computational complexity 
In general, it is hard to fairly compare the AI/ML complexity, because the operations and performance are much high related with the software and hardware design as illustrated in Table 3.
Table 3: Illustrated parameters to evaluate an AI model.
	
	Parameters

	Hardware
	Peak floating-point operations per second (FLOPS),

	
	Peak bandwidth to access the memory (byte/sec)

	
	Memory for the AI/ML model and input/output data (byte)

	
	Energy consumption per operation (J/op)

	
	Penalty of interaction with bus

	
	Need for measurements from any auxiliary (non-3GPP) hardware components (e.g., sensors/actuators/GPS etc.)?

	Software
	Number of multiply-accumulates (MACs)

	
	Number of weights of the neural network

	
	Number of memory accesses 

	
	Number of bytes per memory access (byte)

	
	Interaction Operational Intensity (FLOPS/byte)


With the more complicated parameters to describe the software and hardware, it is possible to estimate the operation time and energy for the selected AI model over an assumed hardware platform.

· Potential specification impact
Details of the required changes in the signaling needed to be specified, if any, for each step of training, fine tuning, inference, and model update, and whether the specification implies a specific or a generic AI/ML model (e.g., requires specification of the exact classifier or characteristics of a classifier).

· Robustness/generalization
To indicate the model sensitivity and generalization issues for more cases, including the following metrics:
a) Sensitivity of the model
It means the sensitivity to errors in the data (input data and, in case of online training, training data) and the latency in data transfer over the network, if applicable.
Note: More important if the data need to be transferred over the network as the network may corrupt the data due to various types of noise.
b) Adaptability 
To indicate whether the model adapts to shift in data distribution which might happen due to dynamically changing network scenarios (channel statistics, traffic patterns, user density etc.). 
c) Scalability 
To indicate whether the model scales if the network parameters are changed (e.g., going from 4x8 scenario to 8x16 scenario).

The above discussion can be summarized in the KPI/metrics Table  4. 
[bookmark: _Ref100274898]Table  4: Proposed KPIs/Metrics for evaluation of an AI/ML Model.
	Model Characteristics
	Inference Accuracy

	
	Inference Latency

	
	Average model update rate (per second)

	
	Scenarios that the model is/is not applicable

	Specification Impact
	Details of the required air interface modifications

	Convergence Time
	Initial Training (for fine tuning/real time)

	
	Model update

	Communication/Signaling Overhead
	Initial Training (for fine tuning/field data)

	
	Model Transfer

	
	Inference

	
	Model update

	Communication Latency/ Delay Requirement
	Initial Training (for fine tuning/field data)

	
	Inference

	
	Model update

	Computational Complexity
	Initial Training (for fine tuning/field data)

	
	Inference

	
	Model update

	Robustness
	Sensitivity to noisy and/or delayed training and inference data

	
	Adaptability

	
	Scalability


We note that the exact definition of some of the metrics and how they should be measured and reported (average, max, worst case, etc.) may need further discussion and could be use-case dependent. Also we note that some KPIs might be not applicable to some use cases. So, the list should be fine tuned for each use case. Further discussion for the three use cases can be found in CSI-feedback enhancement [4], beam management [5] and positioning accuracy enhancement [6].    
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Conclusion
In this contribution, we discussed our views on the characterization a common AI/ML framework and have the following observations and proposals:
Observation 1:	A common notation/terminology table, termed as an AI Model Characterization Card (MCC), for a proposed AI model can facilitate a unified understanding on the relevant characteristics and requirements.
Observation 2:	A common set of KPIs/Metrics should be defined to evaluate the performance and characteristics of a proposed AI/ML model.

Proposal 1:	A general framework for this study on AI/ML for NR air interface enhancement is needed to align the understanding on the relevant functions for future investigation.
Proposal 2:	Define and construct different data sets for different purposes, such as for model training and for model validation.
Proposal 3:	Using Option 1a or 1b, i.e., simulation data based, to construct the data set at least for model training, and the data set construction for other purposes needs to be further discussion.
Proposal 4:	The acquisition on ground-truth data for supervised learning needs to be workable in practice for any proposed AI/ML approach.
Proposal 5:	Define three categories of gNB-UE collaboration levels as listed in Table 1, according to the interacted AI/ML operation-related information.
Proposal 6:	Adopt the AI Model Characterization Card (MCC) of an AI/ML model in Table 2 as a starting point for further discussion and refinement.
Proposal 7:	Consider the KPIs/Metrics (if applicable) in Table 4 as a starting point for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases.
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