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1. Introduction
At the RAN1#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of the evaluation on use cases as following
For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution, we discuss the evaluation on AI/ML for beam management.

2. Discussion on the evaluation on AI/ML for beam management
SID on AI/ML for NR air interface (AI) lists the examples of beam management use-cases: beam prediction in time and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement.
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 

In this section, we introduce two sub use-cases, time-domain beam prediction, and spatial-domain beam estimation. AI/ML-based sub use-cases improve the performance of beam management in terms of overhead, latency, and accuracy. 
2.1. Time-domain beam prediction
[bookmark: _Hlk101768544]AI/ML makes it possible to predict beam qualities based on previous beam measurements. It implies AI/ML-based beam management can reduce the latency. Also, since beam prediction can handle beam quality changes within a short time period based on historical data, it can reduce the overhead accompanied by frequent beam measurement reports to adjust the beam quality changes. For those expected gains, the time-domain beam prediction should be studied in Rel-18 AI/ML for AI.
Proposal 1: Time-domain beam prediction should be studied as a sub use-case of beam management in Rel-18 AI/ML for AI.
Given that AI/ML model deployment on UE is challenging due to limited computational resources, memory shortage, and low-frequent exposure to communications, we assume that AI/ML model is deployed on gNB for time-domain beam prediction. Fig.1 shows one example sub use-case for time-domain beam prediction. As shown in this figure, AI/ML predicts beam quality in the future based on historical beam measurements in CSI reports from UE. In the subsequent subsections, we discuss the evaluation methodology and simulation results of this sub use-case.
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Figure 1. The framework of AI/ML-based time-domain beam prediction.

2.1.1. Evaluation methodology
Methodology:
As captured in SID, the 3GPP evaluation methodology based on statistical models should be the baseline for generating the required channel information used as the dataset for training, validating, and testing the AI/ML model, at least in the selection of the representative sub use-cases.
Besides, some scenarios may require further enhancements such as modeling the blockage scenarios. To evaluate the beam management accuracy with AI/ML model in the real world, the channel with practical spatial consistency is better to be adopted. Therefore, we think other channel model construction methods than the statistical model could be discussed in the SI. Following are some examples:
· Option 1: Field data as indicated in SID. 
· Option 2: Ray-tracing channel model, e.g. [2].
· Option 3: Map-based hybrid channel model as defined in TR38.901.
After analyzing the pros and cons in terms of validity, feasibility, and interpretability, the channel model could be selected for finalizing the performance of selected use cases.
Proposal 2: 3GPP statistical channel models are considered in the evaluation for representative sub use-case selection.
Proposal 3: Discuss and decide whether and which deterministic channel models should be used to capture the final evaluation results of selected sub use-cases.
Given the discussion above, to provide an example that uses a deterministic channel model to evaluate the performance, we use a ray-tracing-based simulator to get the channel information for time-domain beam management. In the simulation, the UE traces as shown in Fig.2 are generated based on the ray-tracing channel model.
Dataset construction:
The training/validation/testing data are generated by picking up numbers of CRI/SSBRI sequences of the best RSRP beam across different BSs along UE traces. The sequences of CRI/SSRI are split into historical beam indices as input into AI/ML model, and future beam indices as output from AI/ML model. The dataset for training and testing is obtained under the same scenario and randomly split.
For further analysis of the performance gain over traditional beam management, CSI report periodicities and the number of CSI information per report different from the simulation assumption in this contribution could be considered.
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Figure 2. UE trace to generate the dataset
KPI
The anticipated benefit from AI/ML-based beam management is overhead/latency reduction and accuracy improvement. On the other hand, the drawback of AI/ML-based approaches is increased complexity. To fairly compare the AI/ML-based beam management and legacy one, both performance gain and complexity of the AI/ML model should be considered:
· Performance:
· Throughput under a limited number of uplink transmission occasions for CSI reports
· Complexity:
· FLOPs of AI/ML model
The detailed simulation assumption in constructing the dataset and AI/ML model is given in Table 1.
	Table 1. Simulation assumption for time-domain beam management

	Dataset
	Channel model
	Generated by ray-tracing based simulator

	
	Carrier frequency
	28 GHz

	
	Bandwidth
	100 MHz

	
	BS Trans. power
	33 dBm

	
	BS height
	6 m

	
	BS number
	6

	
	BS antenna configuration (M x N)
	8 x 16 antennas

	
	Beam set configuration
	64 beams uniformly distribute in horizontal with 5 degrees down tilt

	
	CSI report periodicity
	120/960 ms

	
	Beam measurement report
	Best beam index with L1-RSRP

	
	UE velocity
	60km/h

	
	Mobility model
	UEs moving along the urban street

	AI model
	Model
	RNN

	
	FLOPs of Model
	90K

	
	Input
	Best beam indices every 960ms

	
	Output
	Best beam indices between measurement report period

	
	Training
	2K samples

	
	Testing
	0.7K samples



2.1.2. Performance evaluation results
The evaluation is conducted for the following three schemes:
· Conventional method: The best beam index to be used is derived from only the most recent CSI report:
· A: Long CSI report periodicity (960ms) i.e., switching to best beam is possible every 960 ms
· B: Short CSI report periodicity (120ms) i.e., switching to best beam is possible every 120 ms
· AI/ML method: Future best beam indices are inferred from historical best beam indices using AI/ML model.
· Long CSI report periodicity (960ms) i.e., based on best beam indices every 960 ms, estimated future best beam indices even within next 960 ms can be obtained and switching to best beam is possible at any timing
The system-level simulation results are shown in Fig. 3. The average UE throughput is compared for the above three methods. By comparing AI/ML-based method to conventional method A, it is observed that AI/ML method could provide a 60% improvement on average UE throughput assuming the same periodicity and contents of beam measurement reports. The reason is AI/ML method could learn the inner relationship in the time domain from the past and infer the tendency in the future instead of using the fixed value reported in the most recent CSI report. As can be seen in the performance of conventional method B, when the periodicity of beam measurement reports is reduced, the throughput performance is improved at the cost of reporting overhead since gNB could get more accurate information about beam quality. However, AI/ML method still outperforms the conventional method B even with 1/8 reporting overhead and 8 times as long periodicity of CSI reports.
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Figure 3. Performance of time-domain beam management
Observation 1: AI/ML model used in time-domain beam management could improve the beam selection accuracy and UE throughput performance even with less reporting overhead and a longer periodicity of CSI reports.

2.2. Spatial-domain beam estimation
[bookmark: _Hlk101768618]AI/ML is used as a tool for super-resolution imaging, enhancing the resolution of one image from low-resolution to high resolution. In the same manner, beam quality with dense beams can be estimated based on sparse beam measurements, as shown in Fig. 4. 
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Figure 4. The framework of AI/ML-based spatial-domain beam prediction.
Beam management with narrow beams can achieve high beamforming gain. On the other hand, a lot of beam measurements are necessary for general beam management with narrow beams, because a narrow beam covers a smaller space than a wide beam. To solve this issue, AI/ML can be applied to estimate beam quality with narrow beams based on wide and sparse beam measurements. To investigate the gain and validity the spatial-domain beam estimation should be studied to integrate this technique in 5G NR.
Proposal 4: Spatial-domain beam estimation should be studied as a sub use-case of beam management in Rel-18 AI/ML for AI.
For the same reason brought up in time-domain beam prediction, we assume that AI/ML model is deployed on gNB for spatial-domain beam estimation. In the subsequent subsections, we discuss the evaluation methodology and simulation results of this sub use-case.

2.2.1. Evaluation methodology
Methodology:
As discussed in section 2.1.1, to select the representative sub-use cases, 3GPP statistical models captured in TR 38.901 and 38.857 could be used for evaluating the performance. Therefore, for evaluating spatial-domain beam estimation, the 3GPP UMa channel is adopted in the system-level simulation.
Dataset construction
The training/validation/testing data are generated by pairing the sets of RSRP values of wide beams as input of the AI/ML model, and the sets of RSRP values of narrow beams as the output of the AI/ML model. The dataset for training and testing is obtained under the same scenario and randomly split.
To evaluate the performance gain over traditional beam management, different levels of the sparsity of the beams for both input and output could be considered for further evaluation.
KPI
Both performance gain and complexity of the AI/ML model should be considered:
· Performance:
· Throughput under a limited number of wide and sparse beam measurements
· Complexity:
· FLOPs of AI/ML model
The detailed simulation assumption in constructing the dataset and AI/ML model is given in Table 2.
	Table 2. Simulation assumption for spatial-domain beam management

	Dataset
	Channel model
	3GPP UMa

	
	Carrier frequency
	30 GHz

	
	Layout
	19 site, 3 cells per site

	
	BS antenna height
	25m

	
	Bandwidth
	40MHz

	
	BS Trans. power
	43dBm

	
	ISD
	200m

	
	BS antenna configuration
	Wide beam: (Mg,Ng,M,N,P)=(1,1,2,8,2);
Narrow beam: (Mg,Ng,M,N,P)=(1,1,4,16,2);
 (dH, dV, dHP, dVP)=(0.5λ, 0.8λ,NA,NA)
+45°, -45° polarization  

	
	Narrow beam set configuration
	16 * 4 beams (H * V)

	
	Wide beam set configuration
	4 * 2 beams (H * V)

	
	UE antenna configuration
	(Mg,Ng,M,N,P,) = (1,1,1,1,1), (dH,dV) = (0.5λ, 0.5λ)

	
	UE deployment
	100% outdoor, randomly and uniformly distributed over the area under the Macro layer

	AI model
	Model
	FNN

	
	FLOPs of Model
	13K

	
	Input
	RSRP of 8 wide beams

	
	Output
	RSRP of 64 narrow beams

	
	Training
	30K samples

	
	Testing
	7K samples


2.2.2. Performance evaluation results
The evaluation is conducted for the following two schemes:
· Conventional method: The best narrow beam is randomly selected from the narrow beams co-located with the best wide beam.
· AI/ML method: The best narrow beam is inferred from all the reported wide beams.
The system-level simulation results are shown in Fig. 5. The average UE throughput is compared for the above two methods. By comparison, utilizing AI/ML to infer the best narrow beam based on the RSRP reports of wide beams, around 30% improvement could be obtained in average UE throughput assuming the same amount of beam measurement reports.
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Figure 5. Performance of spatial-domain beam management
Observation 2: AI/ML model used in spatial-domain beam management could improve the beam selection accuracy and UE throughput performance.

3. Conclusion
In this contribution, we discussed the evaluation on AI/ML for beam management. Based on the discussion we made the following proposals.
Proposal 1: Time-domain beam prediction should be studied as a sub use-case of beam management in Rel-18 AI/ML for AI.
Proposal 2: 3GPP statistical channel models are considered in the evaluation for representative sub use-case selection.
Proposal 3: Discuss and decide whether and which deterministic channel models should be used to capture the final evaluation results of selected sub use-cases.
Observation 1: AI/ML model used in time-domain beam management could improve the performance even with less reporting overhead and a longer periodicity of CSI reports.
Proposal 4: Spatial-domain beam estimation should be studied as a sub use-case of beam management in Rel-18 AI/ML for AI.
Observation 2: AI/ML model used in spatial-domain beam management could improve the beam selection accuracy and UE throughput performance.
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