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1. Introduction
At the RAN1#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of the evaluation on use cases as following
For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution, the AI/ML-based CSI feedback enhancement on overhead reduction and accuracy improvement are discussed.

2. Discussion on the evaluation on AI/ML for CSI feedback enhancements
2.1. Potential sub use-case
[bookmark: _Hlk101767974]SID on AI/ML for NR air interface (NRAI) lists the examples of CSI feedback enhancement use-cases: overhead reduction, improved accuracy, and prediction.
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 

AI/ML has attained a lot of attention in reducing overhead with high accuracy in many research fields. In CSI feedback, this AI/ML technique can be integrated as well. One of the promising sub use-cases for these purposes is AI/ML-based compression and reconstruction of CSI feedback, known as auto-encoders of CSI feedback. 
Fig. 1 illustrates the framework of auto-encoders of CSI feedback. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In auto-encoders of CSI feedback, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder.
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Figure 1. The framework of auto-encoders of CSI feedback.
With this AI/ML-based compression technique, accuracy improvements under a certain overhead of CSI reports and overhead reduction for CSI reports achieving a certain performance can be expected. Hence, Auto-encoders of CSI feedback should be studied as a sub use-case of CSI feedback enhancements in Rel-18 AI/ML for NRAI. 
Proposal 1: Auto-encoders of CSI feedback should be studied as a sub use-case of CSI feedback enhancements in Rel-18 AI/ML for NRAI.
[bookmark: _Hlk100765066]In the subsequent sections, we discuss the evaluation methodology and simulation results of this sub use-case. 

2.2. [bookmark: _Hlk100761972]Evaluation methodology
Methodology:
As captured in SID, the 3GPP evaluation methodology based on statistical models should be the baseline for generating the required channel information used as the dataset for training, validating, and testing the AI/ML model, at least in the selection of the representative sub use-cases. In this contribution, the 3GPP CDL channel is used for evaluating the performance of CSI compression and construction. In the companion contribution [2], it is proposed to discuss and decide whether and which deterministic channel models should be used to capture the final evaluation results of the selected use cases. The same is true of this sub use-case.
Dataset construction:
The training/validation/testing data are samples of channel information ideally obtained from the 3GPP CDL channel. Both the channel matrix and eigenvector are assumed for evaluating the performance of AI/ML-based compression/reconstruction. The dataset for training and testing is obtained under the same scenario and randomly split.
KPI:
The anticipated benefit from AI/ML-based CSI feedback is overhead/latency reduction and accuracy improvement. On the other hand, the drawback of AI/ML-based approaches is increased complexity. Especially this KPI should be considered for the sub use-case requiring the model inference on UE, which is not expected to have a large capacity. To fairly compare the AI/ML-based method and legacy one, both performance gain and complexity of the AI/ML model should be considered:
· Performance:
· Spectrum efficiency of SU/MU MIMO under a certain number of UCI bits.
· Complexity:
· FLOPs of AI/ML model
The detailed simulation assumption in constructing the dataset and AI/ML model is given in Table 1.
Proposal 2:  Common understanding of the methodology and assumption to construct the dataset should be decided for both selecting representative use-cases and capturing final evaluation results.

	Table 1. Simulation assumption for CSI feedback enhancement

	Dataset
	Channel model
	3GPP CDL-A

	
	Carrier frequency
	3.5GHz

	
	Bandwidth
	52PRBs (4 PRBs per subband)

	
	SCS
	30kHz

	
	TX antenna
	[Mg Ng M N P] = [1 1 4 4 2]

	
	RX antenna
	[Mg Ng M N P] = [1 1 1 1 1]

	
	SNR
	10dB

	AI model
	Model
	Transformer and CRNet

	
	FLOPs of Model
	64M and 2M

	
	Input
	H/Eigenvector

	
	Output
	H/Eigenvector

	
	Training
	8K samples

	
	Testing
	2K samples



2.3. Performance evaluation results
The evaluation is conducted for the following two schemes:
· Conventional method: Rel-16 Type II codebook
· AI/ML method: Compressed and reconstructed channel matric or eigenvector using AI/ML model.
In the simulation, spectrum efficiency (SE) is compared by utilizing the reconstructed channel from the above two methods. Both SU-MIMO and 4-UE MU-MIMO scenarios are assumed. By comparing to the Rel-16 Type II codebook, AI/ML method could improve the SE by around 10% for SU and 180% for 4-UE MU when the number of UCI bits is 108. From another angle, at the same SE performance for which Rel-16 Type II uses 108-bit UCI, AI/ML methods would only need much lower UCI bits, i.e. 1/3 for SU and 1/2 for 4-UE MU.
Since the simulation is conducted using a channel model for link-level simulation that is relatively easy to ‘learn’ by AI/ML model, the performance in other more sophisticated channels could be further checked when a common understanding of the channel model is achieved.
[image: ]          [image: ]
Figure 2. Performance of CSI feedback compression/reconstruction
Observation 1: AI/ML model for CSI feedback enhancements could improve the spectrum efficiency when the same amount of UCI payload is assumed in both SU and MU-MIMO scenarios.

3. Conclusion
In this contribution, we discussed the evaluation on AI/ML for CSI feedback enhancements. Based on the discussion we made the following proposals.
Proposal 1: Auto-encoders of CSI feedback should be studied as a sub use-case of CSI feedback enhancements in Rel-18 AI/ML for NR AI.
Proposal 2:  Common understanding of the methodology and assumption to construct the dataset should be decided for both selecting representative use-cases and capturing final evaluation results.
Observation 1: AI/ML model for CSI feedback enhancements could improve the spectrum efficiency when the same amount of UCI payload is assumed in both SU and MU-MIMO scenarios.
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