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1. Introduction 
In RAN#94e, the Rel-18 SID for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was approved [1], the objective of this study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. In this SID, one specific use case for AI/ML is CSI feedback enhancement.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we will share our views on AI/ML for CSI feedback enhancement, including some recommended sub use cases and the potential specification impacts of these sub use cases.
2. Use cases for AI/ML for CSI compression and feedback
Each NR release has enhanced the CSI codebook in different ways, i.e. Type-I and Type-II codebook design in spatial domain, enhanced Type-II codebook design in frequency domain, eType-II port selection codebook exploiting angle-delay reciprocity in DL and UL. The spectrum efficiency of NR system can be improved with more accurate CSI. However, the high accurate CSI acquisition is at the cost of significant increase of payload, especially in the mode of subband reporting with large number of subands. AI/ML can be applied to CSI feedback, so that more accurate CSI can be obtained by gNB with lower overhead using a more efficient codebook based on AI/ML.
A basic framework for AI based CSI feedback is shown at Fig.1. Firstly, UE generates compressed CSI via encoder and quantization, then gNB receives the feedback bits form gNB and recovers the compressed CSI via dequantization and decoder.
Regarding the input of the encoder, it could be full CSI (channel matrix), the eigenvectors or something characterized by the channel information. The traditional codebooks, like Type-I codebook, Type-II codebook, etc., are aimed at quantifying the eigenvectors of channel matrix, it is straightforward to take eigenvectors as the input and output of the encoder and decoder, and compare the performance of AI based CSI feedback with that of traditional codebooks.


Fig.1 AI based CSI feedback framework

Proposal 1: AI/ML based CSI compression of eigenvectors should be considered as a selected sub use case.
Another way to further reduce the CSI feedback overhead is combining the downlink channel compression/feedback with channel prediction at either network or UE side. The temporal, spatial, and frequency domain channel correlations help to reduce the feedback frequency and feedback overhead. Moreover, partial channel reciprocity between downlink and uplink channels in FDD systems was observed in field measurements. This indicates that the downlink channel feedback and prediction could be used to reduce feedback overhead when the uplink channels are utilized to infer more information on the downlink channels. These use cases can be studied depending on the workload, or be considered as the potential use cases in future release.
Proposal 2: Other sub use cases to further reduce the CSI feedback overhead, e.g. exploiting temporal, spatial, and frequency domain channel correlations, or partial channel reciprocity between DL and UL, can be discussed depending on the workload or be studied in future release.
3. Considerations on potential spec impact
Considering the computing capability of mobile terminal is limited, it is reasonable to assume the model training is performed at NW side. A basic procedure of AI based CSI feedback with AI model training at network side is shown in Fig.2. The following is the procedure for model training: UE take the eigenvectors of channel information computed via CSI-RS as training data. Then, UE reports the training data to network side and then network side could use the training data for model training or model generation. After the AI model is trained at network side, the encoder part of AI model is transmitted to UE. 
When UE has received CSI-RS and measured the channel information, the UE compresses the measured CSI via the encoder and then report the encoder results to network side. The network will recover the received CSI to eigenvectors or other kinds of channel information via the decoder. 
However, considering the training data is enormous and the uplink resource is limited, the potential spec impact on the training data reporting should be studied. Besides, the AI based codebook design and related reporting bits should also be considered.
Proposal 3: For AI based CSI enhancement, the potential spec impact on the training data reporting should be studied.


Fig.2 Procedure with model training at network side

Besides, one key issue is how to exchange AI model between network and UE. It is not only related to the model representation format between UE and gNB, but also related to the intellectual property issue of AI algorithm.  Besides, this issue maybe also related to some RAN2 and RAN3 work.
Proposal 4: For AI based CSI enhancement, the potential spec impact on AI model exchange need to be studied.
[bookmark: _Hlk101970725]In addition, the configurations of CSI reporting, like the port number of CSI-RS, the number of subbands, etc., can be various. Therefore, there are different input/output data sizes for model training and inference since the data is obtained from CSI-RS. However, it is unrealistic to train a model for each different configuration. It will bring too much overhead for model training and model storage for both UE and network side. Therefore, how to design a generalized model for different configurations for AI based CSI enhancement should be studied.
Proposal 5: How to design generalized model(s) under different configurations for AI based CSI enhancement should be studied.
4. Conclusion
Proposal 1: AI/ML based CSI compression of eigenvectors should be considered as a selected sub use case.
[bookmark: _GoBack]Proposal 2: Other sub use cases to further reduce the CSI feedback overhead, e.g. exploiting temporal, spatial, and frequency domain channel correlations, or partial channel reciprocity between DL and UL, can be discussed depending on the workload or be studied in future release.
Proposal 3: For AI based CSI enhancement, the potential spec impact on the training data reporting should be studied.
Proposal 4: For AI based CSI enhancement, the potential spec impact on AI model exchange need to be studied.
Proposal 5: How to design generalized model(s) under different configurations for AI based CSI enhancement should be studied.
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