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1  Introduction

A new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94-e meeting [1]. The objectives of this study item include defining common notation and terminology for AI/ML, investigations on the framework for AI/ML for air-interface, finalization and evaluation for the representative sub use cases for each use case, and assess potential specification impact for the representative set and for a common framework. In this contribution, we present our views on the notation and terminology for AI/ML, framework for AI/ML for air-interface, and common aspects of evaluation methodology.
2  Terminology and related description for AI/ML
It is the first time that AI/ML for air interface has been discussed in 3GPP. To facilitate the further discussion, it is necessary to define or align some terminologies in the first meeting. The following terms have been defined in TR 37.817 [2]
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference.
· AI/ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs. 
· AI/ML Training: An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.

· AI/ML Inference: A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model.

Besides the above terms, some stages or basic notions of AI/ML related algorithm need to be further clarified. For AI/ML model generation, the related stages include model training, model validation and model testing. Here are some initial thoughts for the related stages.
· Model training: Date set is the prerequisite for AI/ML model training, and some data processing procedure (e.g. data cleaning, data transformation, data reduction) may be involved to improve the quality of the data set. Offline training and online training are two different ways to build the AI/ML model, but there may be different interpretations for online training, for example it should be clarified whether update/fine-tuning the model by a real-time data set in the network is viewed as offline or online training
· Model validation: Adjust the hyper-parameter of the model based on the validation set.
· Model testing: Test the performance of the trained model based on the testing data set. Some requirements and performance metrics should be defined.

Proposal 1: On Rel-18 AI/ML for air interface, some stages or basic notions of AI/ML related algorithm need to be clarified, e.g., online training and offline training.

Before the discussion of evaluation methodology, AI specific KPIs and some other AI/ML related aspects, some other detailed AL/ML algorithm related terminologies also need to be discussed, so that 3GPP participants could have a common understanding on these terminologies to facilitate the discussion. Here, we share some basic AI/ML related terminologies that may be used during the discussion.
Table 1. some basic AI/ML related terminologies

	Activation Function
	Objective function

	Convergence
	Output layer

	Convolutional neural network
	Overfitting

	Cross validation
	Parameter tuning 

	Data set/Dataset
	Pooling

	Deep learning
	Prepruning

	Deep neural network/DNN
	Pruning

	Federal leaning
	Rectified Linear Unit/ReLU

	Finetune
	Recurrent Neural Network

	Generalization
	Recursive Neural Network

	Generalization error
	Reference model

	Hidden layer
	Regularization

	Hyperparameter
	Reinforcement Learning/RL

	Inference
	Residual Network

	Input layer
	Semi-Supervised Learning

	Long-Short Term Memory/LSTM
	Supervised Learning

	Loss function
	Transfer Learning

	Maximum Likelihood Estimation/MLE
	Underfitting

	Machine Learning
	Unsupervised Learning

	Meta-learner
	Weight


Proposal 2: Some basic AL/ML algorithm related terminologies need to be aligned to facilitate the discussion.
3  Considerations on framework for AI/ML for air-interface 

A functional framework for AI-enabled RAN intelligence has been proposed as follow.
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Fig. 1 Functional Framework for RAN Intelligence
The above functional framework comprises of four functions, data collection model training, model inference and actor. The detailed descriptions of each function can refer to TR 37.817 [1]. In our view, the above framework is a common and general framework, whether it can characterize the representative use cases of AI/ML for air-interface should be discussed. 

The lifecycle management of AI/ML model is necessary for obtaining satisfactory performance by applying AI/ML model, which includes model training, model deployment, model inference, model monitoring, and model updating. The goal of model monitoring is to evaluate the performance of the AI/ML model based on the defined metrics. The metrics can be directly or indirectly related to the AI/ML model performance, and can be different for each use case. Based on the results of the model monitoring, model updating or fallback to traditional non-AI schemes may be triggered.
Most functions of lifecycle management have already been reflected in the functional framework for RAN intelligence. Whether model monitoring should be presented as a separate function in the framework for air-interface can be discussed. Based on the metrics and methods for model monitoring, the location nodes for model inference and model monitoring can be the same or different. Moreover, model deployment and model update can also be operated at different nodes. For example, model training is located in the gNB, and the model inference is located in the UE. For model updating, UE can fine-tune the model given by the gNB according to some relative data set.
Proposal 3: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed should be studied.
Several categories of collaboration levels have been raised during the discussion of the SID for Rel-18 AI/ML for NR Air Interface [3]. In our view, these categories can be divided into 3 kinds of collaboration levels further:
· Level 0: No collaboration

· Implementation based AI/ML solutions are used at either UE side or network side. It is transparent to specification and can be used as a baseline for evaluation.

· Level 1: UE and network exchange some assistance information

· UE and network do not exchange model information.
· AI/ML model is deployed at either UE side or network side with some assistance signaling exchanged between the two sides. 

· Level 2: UE and network exchange model information
· AI/ML related training and inference are conducted at one or both sides of UE and network.

· AI/ML model need to be exchanged between UE and network.
Different representative sub use cases might need different gNB-UE collaboration levels. Moreover, for these different levels of collaboration, there might be different framework to characterize the functions of AI/ML for air-interface. Based on the common framework, the corresponding functional frameworks for each collaboration level can be considered.
Proposal 4: The corresponding functional frameworks for each collaboration level can be studied.
4  Considerations on evaluation methodology of AI/ML for air interface
Evaluations of traditional communication schemes are usually based on link-level or system-level simulations. The performance of AI/ML model relates to many factors, including the data sets, the architecture of the model, the training method, the optimization of hyper parameters, etc. For fair comparison with traditional schemes, the evaluation methodology for AI/ML based schemes should be studied.
4.1 Construction of data set 

Unlike traditional science used in wireless communication, artificial intelligence/machine learning is a science based on data. The data is used for nearly all the stages of AI/ML, including model training, model inference, model updating and model monitoring. The construction of data set is the first essential work for AI/ML for air interface.

As for the source of data set, simulation data could be a starting point for 3GPP evaluation. We could apply some statistical models, like TR 38.901 and TR 38.857(positioning) as the source of data set construction. Optionally, field data can be used to further assess the performance and robustness in real-world environments. Some AI/ML related KPIs, like generalization capability of AI/ML model might be verified using field data.
Proposal 5: Simulation data could be a starting point of data set construction for AI/ML for air interface.
For each selected sub use case, the common evaluation assumptions in data set construction for training, validation and test should be clarified. Besides, a public data set for each selected use case can be uploaded to 3GPP web or a third-party web site in a proper way and each company could download it for evaluation and cross-checking. The public data set could come from some companies’ input. Moreover, there might need some criteria to assess the validity and sufficiency of public data set. 
Proposal 6: A public data set for each use cased could be constructed for evaluation.

4.2 KPIs and requirements 

Although the performance related KPIs can be different for each use cases, some common KPIs and corresponding requirements for AI/ML based algorithms should be defined. 

The computation complexity for AI/ML based schemes includes the training complexity and inference complexity. Since the computing capability of mobile terminal is limited, it is reasonable to assume that model training function is located at NW side. The computation complexity for model training is also related to the power consumption. For a green network, the power consumed for the model training should also be considered. The model inference function can be located at NW side or UE side if the computation complexity is acceptable. FLOPs (floating point of operations) is generally used to characterize the computation complexity, and the FLOPs of model inference can be calculated based on the architecture of the AI/ML model. The inference latency is related to the complexity of the model and computation speed of the terminal. The typical computation capability of mobile terminals can be given by the UE vendor for information. 

Proposal 7: For a green network, the power consumed for the model training should also be considered.
Proposal 8: FLOPs can be used to define the inference computational complexity of AI/ML algorithms.

The generalization capability is to verify whether a model trained under a certain assumption can be applied well under different assumptions. The different assumptions may be different scenarios (e.g, Uma, Umi), different cells, or different configurations (e.g., different bandwidth, different number of antenna ports). Different data sets corresponding to different assumptions are need to be constructed. If the generalization capability of AI model is not preferred, model updating can guarantee the performance when UE moves to the neighboring cell or when the scenario is changed. But for different configurations, we think it is important to have generalization capability since the configurations can be various, it is unrealistic to train a model for each configuration. For example, for AI based
CSI feedback overhead reduction, there are different input/output data sizes for different configurations of the number of subbands. How to design a generalized model for different configurations and verify the performance should be studied.
Proposal 9: The generalization capability of AI/ML model under different configurations should be verified.
4.3 Calibration methods
For a use case, a common dataset and reference model can be used for calibration. The reference model is not expected to be specified, but only for calibration purpose. The reference model can even be public to the participating member of 3GPP. In additional to the performance KPIs such as throughput for calibration, some intermediate KPIs such as NMSE can also be used to align the AI/ML model performance in a more direct way. Based on the calibrated results, different models can be used to verify the benefit of AI/ML based algorithms. The AI/ML models used for evaluation by each company should be reported for cross-checking.
5  Conclusion

Proposal 1: On Rel-18 AI/ML for air interface, some stages or basic notions of AI/ML related algorithm need to be clarified, e.g., online training and offline training.
Proposal 2: Some basic AL/ML algorithm related terminologies need to be aligned to facilitate the discussion.

Proposal 3: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed should be studied.
Proposal 4: The corresponding functional frameworks for each collaboration level can be studied.
Proposal 5: Simulation data could be a starting point of data set construction for AI/ML for air interface.
Proposal 6: A public data set for each use cased could be constructed for evaluation.

Proposal 7: For a green network, the power consumed for the model training should also be considered.

Proposal 8: FLOPs can be used to define the inference computational complexity of AI/ML algorithms.
Proposal 9: The generalization capability of AI/ML model under different configurations should be verified.
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