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Introduction
[bookmark: _Hlk58595024]In the SID governing the AI/ML study, an initial set of use cases has been decided on for positioning accuracy enhancements in different scenarios including, e.g., those with heavy NLOS conditions, with  the following objective:

· evaluate the performance benefits of AI/ML-based algorithms with a methodology based on statistical models for link and system simulations. 

In this contribution, we provide our views on evaluation methodologies and KPIs on AI/ML for positioning accuracy enhancement and show some preliminary performance evaluation results.
Discussion
Evaluation Methodology
A common evaluation methodology is needed to ensure a successful. In this section, we will discuss key evaluation methodology elements such as the dataset generation, the Key Performance Indicators (KPIs) or evaluation metric and the possible Neural Network (NN) models to be used in the study.

Data Set Generation 
To demonstrate the efficacy of the method a comparison of AI-based positioning methods and traditional positioning methods should be evaluated in a  heavy NLOS scenario (e.g. InF-DH).  The relative performance in a light NLOS scenario (e.g. Uma) may also be investigated. The dataset should be generated by a system level simulator based on current 3GPP simulation methodology. 

As this part of the study focuses on positioning, the requirements and scenarios can be based on those defined in 38.857 (study of NR positioning enhancements (Rel-17) [2] with the design focus on heavy NLOS scenarios. 

Ideally, the Rel-17 target positioning requirements for IIoT use cases defined in [2] can be re-used in the study:
· Horizontal position accuracy (< 0.2 m) for 90% of UEs 
· Vertical position accuracy (< 1 m) for 90% of UEs 
· End-to-end latency for position estimation of UE (< 100ms, in the order of 10 ms is desired)
· Physical layer latency for position estimation of UE (<10ms)

For the specific use case to study, the Indoor Factory model (InF-DH) for FR1 defined in Table 6.6-1 of [2] should be selected for the high NLOS scenario. For the InF-DH scenario, it is necessary for RAN1 to decide on the specific clutter parameters to use. From the reference, the options for high clutter density are as follows:  
· High clutter density:
· (Baseline): {40%, 2m, 2m} for fixed UE antenna height and gNB antenna height (used in Rel-17 study)
· (Optional): {60%, 6m, 2m} (possible use in this study to emphasize improvement in extremely heavy NLOS environment. 
Given the need to improve accuracy in heavy NLOS scenarios, the {60%,6m, 2m} option should be selected where 60% refers to the clutter density, 6m the clutter height and 2 m the clutter size [[3], Table 7.8-7]. Additional non-ideal assumptions such as UE/TRP Rx/Tx timing errors and synchronization errors may also be optionally considered. 
 Another important aspect for consideration is spatial consistency. Spatial consistency models correlation between channel parameters based on the spatial proximity. Usually for two UEs with high spatial correlation, the channel parameters (both large and small scale) may be highly correlated. If modeled, AI/ML is a good tool to predict the UE position based on the spatial correlation between two UEs. 
In 38.901, two levels of spatial consistency are defined: large-scale parameter based spatial consistency and small-scale parameter based spatial consistency. The large-scale parameters include shadow fading, Ricean K factor, delay spread, and angular spread. The small-scale parameters include cluster-specific random delay, shadowing, offset for AoD/AoA/ZoD/ZoA and sign for AoD/AoA/ZoD/ZoA, random coupling of rays, XPR and random phase. Finally, given the importance of Time-of-Arrival in position estimation, the correlation distance in the horizontal plane  of the Absolute Time of Arrival (ATOA) modelled in [38.901 Section 7.6.9 should also be modeled as highlighted in [2]. This is 11m for the InF-DH scenario. 

Proposal 1: The dataset should be generated by a system level simulator based on 3GPP simulation methodology

Proposal 2: To demonstrate the efficacy of the method a comparison of AI-based positioning methods and traditional positioning methods should be evaluated in a  heavy NLOS scenario and a light NLOS scenario. 
· Use cases with heavy NLOS defined in 38.857 (Study on NR Positioning Enhancements (Release 17)), e.g. InF-DH, should be selected for evaluation.
· A low NLOS use case (e..g UMa) may also be evaluated for comparison
· The clutter parameters for the InF-DH scenario should harmonized.
· Additional non-ideal assumptions such as UE/TRP Rx/Tx timing errors and synchronization errors may  also be considered as optional.
· Spatial consistency is recommended.
· The absolute-time-of arrival model defined in TR 38.901 should be considered.

Neural Network Model and AI Input
The neural network used will depend on the use case and the desired input. As an example, for AI-only positioning in which the output of the AI is the UE position, a single-input or multi-input CNN may provide good performance. For AI-assisted positioning in which the output of the AI is a parameter that may assist traditional positioning techniques such as the LOS/NLOS probability of the taps, the neural network may differ. Thus, during the use case study phase, it is not necessary to limit the neural network. If a certain neural network might be specified in future, a further study on the neural network architecture may become necessary.
On the input to the neural network, a decision should be made on the specific inputs to study. Examples of these include the Channel Impulse Response (CIR), the Power Delay Profile (PDP), and/or the Layer 1 Reference Signal Received Power (L1-RSRP) and what (if any) pre-processing is needed. These may have an impact on the specification. 
Proposal 3: During the use case study phase, it is not necessary to define a common neural network architecture.
Proposal 4: RAN1 to discuss the AI input and associated pre-processing (e.g. normalization) needed for the different positioning use cases and their possible specification impacts.

KPIs or Metrics
In evaluating the performance of AI-based NR positioning, as in the Rel-17 study on positioning,   the metric should be based on the CDF of the 2-D positioning error (horizontal accuracy) with the following percentiles of positioning error are analyzed: 50%, 67%, 80%, 90%. The horizontal accuracy is the difference between the calculated horizontal position and the actual horizontal position of a UE. The baseline for comparison are the Rel-16/Rel-17 positioning mechanisms.

Proposal 5: In evaluating the performance of AI-based NR positioning, as in the Rel-17 study on positioning,   the metric should be based on the CDF of the 2-D positioning error (horizontal accuracy) with the following percentiles of positioning error are analyzed: 50%, 67%, 80%, 90%.

Proposal 6: The baseline for comparison are the Rel-16/Rel-17 positioning mechanisms.

Evaluation Results
We evaluate an AI-only positioning technique in which a normalized CIR (normalized by the path loss of the closest gNB) and the L1-RSRP serve as inputs into a multi-input neural network that directly estimates the UE’s position. 
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[bookmark: _Ref101897927]Figure 1: High Level AI model
We evaluate the performance in the InF-DH  FR1 scenario with clutter parameters set at {40%, 2m, 2m} and compare the horizontal accuracy achieved by 90% of the UEs. As a baseline, we consider the performance with DL-TDoA (see 38.857 [2]). 

We study the relative performance of the system with and without spatial consistency and we compare the positioning performance for different input types to motivate the need for a  discussion on this subject. These cases are:
(1) cases in which the CIR at the UE from all the gNBs is available as input to the neural network. 
(2) cases in which a sub-set of the CIRs from the gNBs is available at the input to the neural network.  
(3) cases in which a mix of inputs (the CIR and the L1-RSRP) are available to the neural network. 

The results are captured in Table 1 and Figure 1.

[bookmark: _Ref101897912]Table 1: Horizontal Accuracy Achieved at 90th percentile in Meters
	Reference
(m)
	Experiment 1 (m)
	Experiment 2 (m)
	Experiment 3 (m)
	Experiment 4 (m)
	Experiment 5 (m)
	Experiment 6 (m)

	16.635
	7.182
	8.699
	14.949
	14.080
	24.654
	23.858

	· No spatial consistency
· Experiment 2: CIR from 18 gNBs
· Spatial consistency
· Experiment 1: CIR from 18 gNBs
· Experiment 3: CIR from 9 gNBs 
· Experiment 4: CIR from 9 gNBs + L1-RSRP from 18 gNBs 
· Experiment 5: CIR from  4 gNBs only
· Experiment 6: CIR from 4 gNBs + L1-RSRP from 18 gNBs
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Figure 2:  2-D Horizontal Accuracy
The following observations can be made:
· Spatial consistency should be modeled.
· Results shows gains with increase in # of gNBs in AI  input data
· Results shows some gains in using multiple input types with realistic # of gNBs

Observation 1
·  Spatial consistency shows gains with AI and should be modeled.
· Results shows gains with increase in # of gNBs in AI  input data
· Results shows some gains in using multiple input types with realistic # of gNBs

Conclusion
In this contribution, we have evaluation methodology for AI_ML for positioning and presented some preliminary results showing the benefits of AI-based positioning in high NLOS scenarios. We also have made the following observations and proposals:

Proposal 1: The dataset should be generated by a system level simulator based on 3GPP simulation methodology

Proposal 2: To demonstrate the efficacy of the method a comparison of AI-based positioning methods and traditional positioning methods should be evaluated in a  heavy NLOS scenario and a light NLOS scenario. 
· Use cases with heavy NLOS defined in 38.857 (Study on NR Positioning Enhancements (Release 17)), e.g. InF-DH, should be selected for evaluation.
· A low NLOS use case (e..g UMa) may also be evaluated for comparison
· The clutter parameters for the InF-DH scenario should harmonized.
· Additional non-ideal assumptions such as UE/TRP Rx/Tx timing errors and synchronization errors may  also be considered as optional.
· Spatial consistency is recommended.
· The absolute-time-of arrival model defined in TR 38.901 should be considered.

Proposal 3: During the use case study phase, it is not necessary to define a common neural network architecture.
Proposal 4: RAN1 to discuss the AI input and associated pre-processing (e.g. normalization) needed for the different positioning use cases and their possible specification impacts.

Proposal 5: In evaluating the performance of AI-based NR positioning, as in the Rel-17 study on positioning,   the metric should be based on the CDF of the 2-D positioning error (horizontal accuracy) with the following percentiles of positioning error are analyzed: 50%, 67%, 80%, 90%.

Proposal 6: The baseline for comparison are the Rel-16/Rel-17 positioning mechanisms.

Observation 1
·  Spatial consistency shows gains with AI and should be modeled.
· Results shows gains with increase in # of gNBs in AI  input data
· Results shows some gains in using multiple input types with realistic # of gNBs
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Simulation Assumptions

Table A-1: Simulation Assumption
	Parameter
	Value

	Scenario
	InF-DH (38.857) [2]

	Number of cells
	18

	Number of sectors per cell
	1

	BW
	100 MHz

	Number of UEs
	10000, 50000

	Carrier frequency
	FR1: 3.5GHz

	gNB antenna configuration
	FR1: (M, N, P, Mp, Np, Mg, Ng) = (2, 8, 2, 2, 8, 1, 1)

	UE antenna configuration
	FR1: (M, N, P, Mp, Np, Mg, Ng) = (1, 2, 2, 1, 2, 1, 1)

	UE distribution
	Uniformly distributed

	Slow fading model
	38.901 with/without spatial consistency [3]

	Fast fading model
	38.901 with/without spatial consistency, [3]

	LOS/NLOS identification
	{40%, 2m, 2m}

	Antenna Configuration
	1T1R
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