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[bookmark: _Ref513464071]Introduction
In RAN#94-e, the contents of SID for Rel. 18 were agreed [1]. It was agreed to study AIML based positioning. The descriptions in the SID related to use cases and evaluation assumptions are as follows.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.




In this contribution, we discuss potential specification impacts for AIML positioning.
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Motivation for using AIML positioning
As described in the SID [1], positioning accuracy evaluation in NLOS heavy scenarios are to be investigated in Rel. 18. For conventional methods such as DL-TDOA, DL-AoD, accuracy of the methods degrade in the presence of NLOS [2]. Thus, LOS/NLOS indication was introduced in Rel. 17 such that the UE or LMF can use the indicators to identify paths that cause degradation. However, availability of TRPs does not change, and the network and UE may need to perform positioning using conventional methods in the presence of NLOS. 
Proposal 1: Study the use cases where AIML based positioning can provide significant gain over existing methods
The study should focus on the purpose of the use of AIML. Methods that demonstrate robust performance in the presence of NLOS are needed. The following use cases can be considered for AIML for positioning.
· Identification of LOS/NLOS channels accurately and incorporate them in positioning 
· Fingerprinting based positioning : RSRP measurements of PRS can be unique, depending on the locations of the UE. Both high and low RSRP measurements can be location-specific characteristics which can assist in positioning.
· Generation of on-demand PRS parameters with soft weights associated with the request : In Rel. 17, on-demand PRS is specified. It is assumed that the UE sends a request for one value of PRS parameter (e.g., repetition factor). However, such the request may not be granted since the LMF determines whether to update the parameter based on requests from other UEs or measurements. If the UE can multiple candidate values for the on-demand PRS parameters, where each candidate value is associated with a soft weight indicating urgency of the demand for the request, it may be helpful for the network to determine whether to update the parameter or not.
· Indication of a preferred positioning method or combination of methods : This may be a case when the UE requests a configuration of a positioning method (e.g., DL-TDOA, DL-AoD) or combination of positioning methods. Based on measurements, the AI may produce inference metrics for suggested positioning methods.
Proposal 2: Study AIML positioning can consider the following as representative sub-use cases
· LOS/NLOS identification
· Fingerprinting based positioning
· Enhancements for on-demand PRS
· Enhancements for determination of positioning method(s)
Definition of an AIML model
Once the sub-use cases, i.e., the purpose for using the AIML model, are identified, inputs and outputs for AIML models should be identified. For example, for LOS/NLOS identification use case, the input can be measurements and output can be LOS/NLOS indicators. For the fingerprinting use case, input to the AIML model can be measurements (e.g., RSRP) and output can be location estimate. Finally, for on-demand PRS parameters, the input can be measurements and output can be soft weights for the request parameters.
Proposal 3: For each sub-use case, define inputs and outputs for the AIML model

Training an AIML model
In AIML positioning, assistance information from the network becomes important to train and use the trained model for positioning. Assistance information may have impacts on specification. In general, training of a model can be done at the network or UE. For UE-based training, the network provides assistance information for training the model at the UE. 
For UE-assisted training where the UE reports measurements to the network for training, the specification impact may be minimal since the UE may report measurements such as RSRP for configured PRS resources, without knowing that AIML models are being trained. In addition, during the study, it should be clarified the training schemes assumed by companies and required assistance information for each training scheme.
Proposal 4: Study both UE-based training and network-based training of AIML models, required assistance information for each training scheme and identify specification impacts
Proposal 5: If UE-based training is agreed to be in scope of study, then study assistance information, at least sent from the network, needed for AIML training
Model inference at the UE and network
Once the AIML model is trained, the UE can obtain the output from the AIML model, which is also known as the model inference. Two types of model inference can be considered : model inference at the UE and model inference at the network. Combining with previously described UE-based/UE-assisted training, there are four categories for collaboration types and obtaining inference from the AIML model. Potential specification impacts relevant to each category is summarized in Table 1.
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	Collaboration type
	Location of training
	Location of inference
	Potential specification impacts

	1
	Network (i.e., UE-assisted)
	Network
	Measurement report from the UE, signaling from the network during training

	2
	Network (i.e., UE-assisted)
	UE
	Measurement report from the UE, contents of signaling from the network for the UE to obtain inference

	3
	UE (i.e., UE-based)
	Network
	Contents of the report from the UE (e.g., AI model parameters), 

	4
	UE (i.e., UE-based)
	UE
	Location report from the UE to the network


From the table above, collaboration type 2 and 3 require the UE or network to exchange parameters related to AI model which may require high signaling overhead or transfer of large data. Thus, given a limited number of time units, collaboration type 1 or 4 that does not require transfer of details of the AI model may be prioritized. Thus the following proposal is made : 
Proposal 6: Study benefits of UE-based training and UE-based inference, and network-based training and network-based inference and identify their specification impacts
Conclusion.
In this contribution, the following proposals and observation are made.
Proposal 1: Study the use cases where AIML based positioning can provide significant gain over existing methods
Proposal 2: Study AIML positioning can consider the following as representative sub-use cases
· LOS/NLOS identification
· Fingerprinting based positioning
· Enhancements for on-demand PRS
· Enhancements for determination of positioning method(s)
Proposal 3: For each sub-use case, define inputs and outputs for the AIML model
Proposal 4: Study both UE-based training and network-based training of AIML models, required assistance information for each training scheme and identify specification impacts
Proposal 5: If UE-based training is agreed to be in scope of study, then study assistance information, at least sent from the network, needed for AIML training
Proposal 6: Study benefits of UE-based training and UE-based inference, and network-based training and network-based inference and identify their specification impacts
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