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1. Introduction
AI/ML is considered as a promising technology for the next generation communication. In this context, new SI on artificial intelligence (AI)/machine learning (ML) for NR air interface was approved and following use cases were captured in SID [1] to be studied during the study item phase. Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
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This contribution discusses and provides our view on evaluation on AI/ML for CSI feedback enhancement. 

2. Discussions on evaluation methodology and KPI
  In this section, we discuss the evaluation methodology and KPI for sub-use cases of CSI feedback enhancement based on AI/ML. 
Feedback Overhead reduction
In the feedback payload overhead reduction, one common AI model is based on the compression at UE and/or gNB side as in [2]. In this example, CSI encoder at UE side and CSI decoder at gNB can be assumed as shown in the Figure 1 where encoder and decoder is closely related to autoencoder and can exploit popular convolutional neural network (CNN) in order to efficiently reduce the size/dimension of channels. 
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Figure 1. An example of AI based CSI feedback
Regarding this payload reduction based on AI/ML, one main issue to clarify is what to compress. In general, there are two types of channel feedback, i.e., explicit feedback and implicit feedback. Traditionally, LTE and NR employed implicit feedback where RI/CQI/PMI are reported to gNB instead of raw channel matrix or channel covariance matrix. The one motivation for employing implicit feedback is due to its low feedback overhead compared to that of explicit feedback. Thus, if AI/ML is utilized for CSI payload reduction, raw channel information can be compressed and feed-backed to gNB. Thus, it may lead to explicit feedback and its specification impact seems larger compared to implicit feedback based scheme. 
Another example includes compressing legacy PMI, e.g., Type I, Type II CSI. In Rel-16/17 Type II CSI, the linear basis, i.e. DFT vector, is utilized for frequency domain compression in order to reduce payload of Rel-15 Type II CSI. So, AI/ML can be used to further reduce the payload of legacy CSI and increase the performance. 
In both cases, the baseline scheme can be a Rel-16/17 Type II codebook which can exhibit good MU-MIMO performance among the several codebook supported in NR. During the discussion of CSI enhancement in Rel-17, the evaluation methodology/assumption is made as captured in [3]. Hence, [3] can be reused. For KPI and metric comparing the candidate schemes, performance and overhead trade-off can be considered as a metric for system level simulation. 
Proposal 1. For CSI payload reduction based on AI/ML, the baseline scheme can be Rel-16/17 Type II CSI and throughput and overhead trade-off can be used for the performance metric. For evaluation, assumptions in [3] can be reused. 

1. 
1. CSI accuracy enhancement 
For CSI accuracy enhancement, two approaches can be considered. First approach is codebook based enhancement. In this approach, legacy codebook can be reused, so UE will report preferred CSI to gNB based on the codebook. Then, gNB will refine the feed-backed CSI via AI/ML to improve the accuracy. Also, explicit CSI reporting mentioned in Section 2.1 may belong into this approach as it also improves the CSI accuracy. Therefore, the baseline scheme can be Rel-16/17 Type II CSI and the metric can be normalized MSE and/or cosine similarity where the cosine similarity of two vector  and  is defined as . In this sub case, link-level simulation seems sufficient. Second approach is CSI estimation enhancement based on the AI/ML. Normally, L-MMSE channel estimator is assumed where it uses values obtained from CSI-RS in time-frequency grid. If there is some mismatch in channel and noise covariance matrix, the performance in the L-MMSE estimator will be degraded. Instead of L-MMSE channel estimator, AI/ML can be applied to further improve the estimation performance. For verifying the performance of AI/ML based channel estimator, normalized MSE performance can be considered. In this sub case, link-level simulation seems sufficient.
Observation 1. For CSI accuracy enhancement, two approaches (i.e., codebook enhancement and CSI estimation enhancement) can be considered.

1. 
1. 
1. CSI prediction
When it comes to CSI prediction, enhancement on time/frequency/spatial domain can be considered. For the time domain CSI prediction, prediction of future CSI can be considered. One drawback of current CSI feedback framework is CSI aging problem due to processing and feedback delay. To overcome this deficiency, prediction based CSI reporting can be considered since there is correlation in time domain in general, and therefore AI/ML framework can be applied for CSI prediction that proactively predicts CSI from the past channel measurement. In general, prediction based on AI/ML can be transformed to regression problem in supervised learning. Since the channel information is correlated in time, frequency and spatial domain, CNN based AI/ML model can be considered for this regression problem and evaluation. For the metric for comparison, normalized MSE and/or cosine similarity can be used. Note that CSI enhancement based on time domain compression will be discussed in Rel-18 MIMO for the high mobility scenarios. Therefore, if it is specified and available, the outcome of Rel-18 CSI enhancement can be a good baseline scheme for performance comparison. 
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Figure 2. Example of CSI-RS overhead reduction

Another sub-use case can be spatial domain prediction, i.e., CSI-RS overhead reduction. Currently, NR supports {1, 2, 4, 8, 12, 16, 24, 32}-port CSI-RS, and supported CSI-RS density values are 0.5, 1 and 2. Since CSI-RS can be configured UE/UE-group specifically, the required resources in network perspective become larger especially in case of dense Urban scenarios. So, it would be good to study CSI-RS overhead reduction via AI/ML. As an example, 16 port CSI-RS transmission in Figure 2 can be considered. Based on gNB configuration and/or AI/ML, the actual transmitted CSI-RS can be reduced by 8 (in this example, half of CSI-RS port is reduced) and can be transmitted to UE. Then, UE will measure 8-port CSI-RS and recover the 16-port channel via AI/ML. In this case, the baseline can be measurement by 16-port CSI-RS, the metric for comparison can be normalized MSE or cosine similarity. 
Similar to the spatial domain prediction, AI/ML based frequency domain prediction also can be considered. In this example, less CSI-RS density (e.g., 0.25 RE/RB/port) can be configure to UE. Then, UE measures CSI based on the transmitted CSI-RS, and estimate/predict the full CSI for configured BW based on the AI/ML. Thus, the overhead of CSI-RS can be reduced. 
[bookmark: _GoBack]Proposal 2. Study CSI-RS overhead reduction based on AI/ML.  

So far, it is discussed various sub-use cases and evaluation methodology. Based on the discussion, AI/ML model, input/output data and KPI/metric seems diverge according to the sub-use cases for CSI feedback enhancement using AI/ML and it will lead huge work load in RAN1. Besides, the scope of some sub-use cases are not clear. Therefore, clarification and/or down-scoping of sub-use cases are needed. 
Observation 2. According to the sub-use cases for CSI feedback enhancement, AI/ML model, input/output data and KPI/metric are diverge.
Proposal 3. In order to reduce RAN1 workload, clarification and/or down-scoping of sub-use cases are needed.


3. Conclusion
In this contribution, we discussed evaluation methodology and KPI for sub-use cases of CSI feedback enhancement using AI/ML. Based on the above discussion, we have following observations and proposals:
Observation 1. For CSI accuracy enhancement, two approaches (i.e., codebook enhancement and CSI estimation enhancement) can be considered.
Observation 2. According to the sub-use cases for CSI feedback enhancement, AI/ML model, input/output data and KPI/metric are diverge.
Proposal 1. For CSI payload reduction based on AI/ML, the baseline scheme can be Rel-16/17 Type II CSI and throughput and overhead trade-off can be used for the performance metric. For evaluation, assumptions in [3] can be reused. 
Proposal 2. Study CSI-RS overhead reduction based on AI/ML as a sub-use case of CSI feedback enhancement.  
Proposal 3. In order to reduce RAN1 workload, clarification and/or down-scoping of sub-use cases are needed.
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