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1. Introduction
[bookmark: _Hlk30969022]As a promising technology, AI/ML based solutions have been widely used and has shown impressive performance in various areas, e.g., computer vision, speech recognition, natural language processing (NLP), language translation and so on. 
Motivated by the great success of AI/ML in the afore-mentioned areas, 3GPP also started study on AL/ML for wireless communications in SA2 and RAN3. On the basis of the existing study in 3GPP, RAN#94e meeting decided to start a new study item (SI) on AI/ML for NR air interface in Rel-18 [1]. According to the SID, this study will focus on three typical use cases of physical layer in the first step: 
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we will discuss the use case of AI-based positioning accuracy enhancement, with the focus on sub use cases and the corresponding impact on NR. 
Discussion
Principles for sub use case selection
There would be a considerable number of sub use cases for AI-based positioning accuracy improvement. It is impractical for RAN WGs to study too many sub use cases. Therefore, down-selection of some typical sub use case(s) is necessary to keep a manageable workload. 
Principle 1: Down-select a limited number of sub use cases to keep a manageable workload.
The traditional algorithms have achieved quite good performance in various typical scenarios. The main motivation to consider AI/ML-based scheme(s) is the potential significant performance gain over the traditional ones. Thus, the selected typical sub use case(s) should be able to illustrate the potential advantages and performance gain of AI/ML.
Principle 2: The selected typical sub use case(s) should be able to show potential advantages and performance gain of AI/ML-based scheme over traditional positioning algorithms.
For a given scenarios, there are a number of different AI/ML-based schemes, which have different assumptions, different inputs (e.g., measurement results), different impacts on the specification and different performance. In order to justify some potential specification enhancement, a set of diversified sub use cases with different impact on specification should be selected.
Principle 3: At least one non-AI-based traditional scheme should be chosen as the baseline.
Principle 4: The sub use cases should be as diversified as possible to facilitate the study of potential impacts on various aspects of NR system.
Based on the afore-mentioned principles, we will continue to discuss our suggested typical sub use cases in the next section.
Typical sub use cases
During the evolution of R16 NR, 3GPP developed multiple RAT-based positioning methods to provide high accuracy positioning for NR cellular system:
· DL-TDOA positioning
· UL-TDOA positioning
· DL-AoD positioning
· UL-AoA positioning
· Multi-RTT positioning
Theoretically, AI/ML can be introduced to work along with each of the above positioning methods. Moreover, for each positioning method, there will a number of sub use cases with different assumptions, different inputs, different specification impacts and so on. Considering the limited timeline and reasonable workload, we should avoid too many combinations of the existing position method and AI/ML. It is the first time to study AI/ML from RAN1 perspective and the main goal should be to better understand the potential benefits and impacts of AI/ML for wireless communication.  For this purpose, it is better for us to carry out throughout investigation for a limited subset of sub use cases, rather than spending the efforts on many sub use cases. Following this principle, we suggest to focus on the AI/ML study for one of the NR positioning methods.
Proposal 1: For AI/ML-based positioning accuracy improvement, down-select one out of the existing NR positioning methods to investigate the integration with AI/ML. 
· Our preference is DL-TDOA
In the following discussions, we will take DL-TDOA as an example. The discussions, proposals and sub use cases can be easily extended to other existing positioning methods.  
First of all, we need to take some traditional method as the benchmark for the evaluation of AI/ML potential performance gain. For the existing NR DL-TDOA positioning method, UE will measure DL RSTD or estimate the location based on the reception of DL PRS.  Then, UE will report the DL RSTD measurements, optionally along with DL PRS RSRP, or the estimated location to LMF. For UE-assisted DL-TDOA positioning method, LMF will further estimate the location of the target UE based on the reported measurement results, by using traditional algorithm. There are different traditional algorithms for DL-TDOA positioning method, which lead to different performance. As a benchmark to evaluate the potential benefits of AI/ML, the traditional method should be implemented by some advanced algorithm(s) to get good performance. For example, UE can use some super-resolution algorithm, e.g., MUSIC, rather than some simple algorithm, to get DL-RSTD measurement results. Thus, we have the following proposal:
Proposal 2: For AI/ML-based positioning accuracy improvement, take the traditional method of DL-TDOA as a benchmark to evaluate the potential performance gain of AL/ML: 
· DL-RSTD is determined by the super-resolution algorithm MUSIC
· The location information is calculated by CHAN algorithm or other more advanced algorithm
We refer to method as “non-AI-based DL-TDOA”.
There are different schemes for AL/ML to improve positioning accuracy, which may have different levels of collaborations between NW and UEs and thereby have different spec impacts. Whether to introduce some specification enhancement or not should be justified based on the comparison with the ones based on implementation and without any specification enhancement, from the perspective of complexity, performance and so on. Thus, we should select at least one AI/ML-based solution replying on UE/NW implementation and having no specification impact as a baseline for the justification of any enhancement(s) for NR specification. Regarding the DL-TDOA positioning method, LMF can deploy an AI model (e.g., neural network) to calculate the location of a given UE based on the existing measurement results reported by UE (i.e., RSTD) and no any change is needed for the existing air interface. Thus, we have the following proposal: 
Proposal 3: For the justification of any potential spec enhancement, a sub use case with AI/ML replying on UE/NW implementation and having no spec impact should be selected as a baseline: 
· E.g., LMF deployed AI model(s) to calculate the location of a given UE based on the existing RSTD measurement results reported by UE
We refer to this method as “AI + DL-TDOA” and it includes the following steps:
· UE measures and reports the DL RSTD results by following the existing mechanism. 
· Optionally, RSRP measurements can also be measured and reported. In this case, we refer to it as “AI + DL-TDOA + RSRP”.
· LMF uses an AI model (e.g., neural network) to estimate the location of a given UE. 
For this scheme, the whole air interface is the same as R16/17 positioning mechanism. Therefore, AI operations are totally up to LMF implementation and transparent to UE. The advantages of this scheme are no impact on specification and easier for the deployment of AI/ML. 
In order to further improve the performance, other types of measurement results can be considered for AI/ML-based scheme. In theory, for RSTD measurement results, only partial information can be attracted from the reception of DL PRS. That is to say, some information, more or less, is missing and cannot be exploited by AI model(s) at LMF side. Thus, one way is to let UE measure and report the channel information to LMF. A possible scheme consists the following steps (We refer to it as “AI + Normalized CIR”):
· UE estimates the channel impulse response (CIR) and reports its normalized versions to LMF. 
· Optionally, RSRP measurements can also be measured and reported. In this case, we refer to it as “AI + Normalized CIR + RSRP”.
· LMF uses an AI model to estimate the location of a given UE. 
For this scheme, new type of measurements at UE side and new reporting format are needed to facilitate the AI operations. In summary, we have the following proposal:
Proposal 4: For AI/ML-based positioning accuracy improvement, support the sub use case based on CRI feedback and inference of AI model at LMF: 
· E.g., UE estimates the channel impulse response (CIR) and reports its normalized versions. LMF deployed AI model(s) to calculate the location of a given UE based on CIR measurement results.
For the discussions on “AI + Normalized CIR + RSRP” and “AI + Normalized CIR”, we assume that the AI model is deployed at LMF, which is applicable for UE-assisted positioning. The AI model(s) can be trained in advance and then deployed in LMF via non-3GPP mechanism. For UE-based positioning, the AI model should be deployed at UE, and it may be download from network. In order to support such operation, one more sub use case as below can be considered in the study:
· UE downloads AI model from network
· Upon the PRS reception, UE uses the AI model to estimate the location and reports the estimated location to LMF
We refer it as “AI + DL-TDOA + Model sharing”. For this scheme, AI mode(s) will be transferred from NW to UE. Thus, some new mechanism to support the AI mode transfer or sharing will be needed. 
Proposal 4: For AI/ML-based positioning accuracy improvement, support the sub use case based on AI model sharing and inference of AI model at UE: 
· E.g., UE downloads AI model from network. Upon the PRS reception, UE uses the AI model to estimate the location and reports the estimated location to LMF
Collaboration level and potential impact on specification
In this section, we will discuss the above-mentioned sub use cases from the perspective of collaboration levels between NW and UE and the corresponding specification impacts.
For “AI + DL-TDOA + RSRP” and “AI + DL-TDOA”, the existing NR air interface is reused and the AL/ML operations at one side are transparent to the other side. Thus, there is no collaboration between UE and gNB/LMF needed for these schemes. Consequently, this is no impact on NR specifications for the sub use cases.
For “AI + Normalized CIR + RSRP” and “AI + Normalized CIR”, since the new type of measurements and reporting are needed, some specification enhancement(s) may be needed, e.g.,
· Signaling for the configuration of new type of measurement and reporting
· New report format 
· New type of measurement at UE side and corresponding requirement(s)
Although the new type of measurement result and reporting are introduced with the aim to facilitate the AI/ML operation at LMF, the AI/ML operation at LMF is transparent to UE. In other word, LMF can still use traditional algorithm to calculate the location information based on the new measurement results if it wants. Thus, the corresponding spec enhancement(s) is only regarding the new type of measurement and reporting, without any explicit/direct information on AI/ML operations. 
For “AI + DL-TDOA + Model sharing”, the existing mechanism for positioning assistant information transferring and location information reporting can be reused. Meanwhile, a new mechanism is needed to transfer the AI model(s) from NW to UE. Additionally, there may or may not be some new signaling to activate the AI operations, depending on the final design.
We summarize the above information in Table 1 as below:
Table 1: Potential spec impact and collaboration level between NW and UE for typical sub use cases
	Sub use cases 
	Potential impact on NR specifications
	Collaboration level
between NW and UE

	“AI + DL-TDOA + RSRP”
“AI + DL-TDOA”
	No
	No

	“AI + Normalized CIR + RSRP”
“AI + Normalized CIR”
	1. New signaling for the configuration of new type of measurement and reporting
2. New reporting format
3. New type of measurement at UE side and corresponding requirement(s)
	New type of measurement and reporting to facilitate ML/AI operation

	“AI + DL-TDOA + Model sharing”
	1. New mechanism to support NW to transfer AI model(s) to UE
2. New signaling to activate AI operation, or indicate one of multiple AI models (this bullet may not be needed)
	Model sharing between NW and UE


3. Conclusions
In this contribution, we discussed the sub use cases for AI based positioning accuracy improvement. Starting with some general principles for the use case selection, we discussed some typical sub use cases for AI-based positioning accuracy enhancement, followed by the discussion on potential impact on NR specification and collaboration between NW and UE. Based on the above discussion, we have the following proposals and the summary of spec impact and collaboration level for typical sub use cases. 
Principle 1: Down-select a limited number of sub use cases to keep a manageable workload.
Principle 2: The selected typical sub use case(s) should be able to show potential advantages and performance gain of AI/ML-based scheme over traditional positioning algorithms.
Principle 3: At least one non-AI-based traditional scheme should be chosen as the baseline.
Principle 4: The sub use cases should be as diversified as possible to facilitate the study of potential impacts on various aspects of NR system.
Proposal 1: For AI/ML-based positioning accuracy improvement, down-select one out of the existing NR positioning methods to investigate the integration with AI/ML. 
· Our preference is either DL-TDOA or UL-TDOA
Proposal 2: For AI/ML-based positioning accuracy improvement, take the traditional method of DL-TDOA as a benchmark to evaluate the potential performance gain of AL/ML: 
· DL-RSTD is determined by the super-resolution algorithm MUSIC
· The location information is calculated by CHAN algorithm or other more advanced algorithm
Proposal 3: For the justification of any potential spec enhancement, a sub use case with AI/ML replying on UE/NW implementation and having no spec impact should be selected as a baseline: 
· E.g., LMF deployed AI model(s) to calculate the location of a given UE based on the existing RSTD measurement results reported by UE
Proposal 4: For AI/ML-based positioning accuracy improvement, support the sub use case based on AI model sharing and inference of AI model at UE: 
· E.g., UE downloads AI model from network. Upon the PRS reception, UE uses the AI model to estimate the location and reports the estimated location to LMF
Table 1: Potential spec impact and collaboration level between NW and UE for typical sub use cases
	Sub use cases 
	Potential impact on NR specifications
	Collaboration level
between NW and UE

	“AI + DL-TDOA + RSRP”
“AI + DL-TDOA”
	No
	No

	“AI + Normalized CIR + RSRP”
“AI + Normalized CIR”
	1. New signaling for the configuration of new type of measurement and reporting
2. [bookmark: _GoBack]New reporting format
3. New type of measurement at UE side and corresponding requirement(s)
	New type of measurement and reporting to facilitate ML/AI operation

	“AI + DL-TDOA + Model sharing”
	1. New mechanism to support NW to transfer AI model(s) to UE
2. New signaling to activate AI operation, or indicate one of multiple AI models (this bullet may not be needed)
	Model sharing between NW and UE
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