3GPP TSG RAN WG1 Meeting #109-e
R1-2203656
e-Meeting, May 9th – 20th, 2022
Agenda item:

9.2.1  
Source:
China Telecom
Title:
Discussion on general aspects of AI/ML for NR air interface
Document for:

Discussion
1      Introduction

A study item of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e meeting [1]. According to the SID, the framework for AI/ML for air-interface should be studied.  In this contribution, we discuss the general aspects of AI/ML framework. Some proposals of AI/ML framework, terminology and collaboration levels are provided.
2      Discussion general aspects of AI/ML framework

2.1     Framework and termiology
The study item 880076 “Study on enhancement for data collection for NR and EN-DC (FS_NR_ENDC_data_collect)” studied AI/ML functional framework [2]. The output of the study for AI enabled RAN is captured in TR37.817 [3]. The accomplishments of functional framework for RAN Intelligence in TR37.817 can be a starting point to discuss the AI/ML framework for NR air-interface.

Proposal 1: The general AI/ML framework for NR air-interface should be studied based on the functional framework for RAN intelligence defined in TR37.817.
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Figure 1: Functional Framework for RAN Intelligence [3]

To characterize the defining stages of AI/ML related algorithms and associated complexity, the terminology and description should be defined. To avoid unnecessary misunderstanding and confusion in NR air-interface, the former works which have done in RAN3 should be considered with some modifications for the study of NR air-interface specific, such as model update, model testing etc. The related descriptions in TR 37.817 are captured as follows:
	Refer to TR37.817 4.2
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.

· Training Data: Data needed as input for the AI/ML Model Training function.

· Inference Data: Data needed as input for the AI/ML Model Inference function.

· Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 

· Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 

· Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions) . Model Inference function may provide model performance feedback to Model Training function when applicable. The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 

· Output: The inference output of the AI/ML model produced by a Model Inference function. 

· Note: Details of inference output are use case specific. 

· Model Performance Feedback:  It may be used for monitoring the performance of the AI/ML model.
· Note: Details of the Model Performance Feedback process are out of RAN3 scope.

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.

· Feedback: Information that may be needed to derive training or inference data or performance feedback.


In TR37.817, Model Training function includes model training, validation, testing as well as data preparation. According to the description in SID, Model Generation includes model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable. It seems the concept of Model Generation in SID’s description is wider than or equal to the Model Training in TR37.817. Model Generation is a function that performs ML model training, validation, and testing, where the ML model may be transferred or configurable. Therefore, the clarification for the definition of Model Generation with Model Training is needed. The definition of Data Collection, Model Inference, and Actor can be reused with corresponding adjustments. Considering the collaboration discussion in the following section, the model transferred will happen when there is collaboration level of Cat 2. Therefore, Model Generation is more properly to be used for defining the functional framework.
	Refer to RP-213599

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate


Proposal 2: The terminology descriptions in TR37.817 can be reused with some clarifications or modifications for the study of NR air-interface specific, such as Model Generation, Model Training, etc.
Proposal 3: The definition of Data Collection, Model Inference, and Actor can be reused with corresponding adjustments.
2.2     Collaboration levels
In SID as listed below, collaboration levels between UE and gNB need to be identified for the selected three use cases, e.g., CSI feedback enhancement, beam management, positioning accuracy enhancement [1].
	Refer to RP-213599

· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 


During email discussion in previous RAN e-meetings, collaboration levels between UE and gNB have been discussed and initial assumptions have proposed by moderator. For either of the two phases (e.g., model training, model inference) the following collaboration frameworks were identified which are applicable to training and inference phases independently [4][5]:
0a) No collaboration framework: AI/ML algorithms purely implementation based and not requiring air-interface changes.
0b) No collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms.

1) Inter-node assistance to improve the respective nodes’ AI/ML algorithms. This would apply to UEs getting assistance from gNBs (for training, adaptation, etc.) and vice-versa. This level does not require model exchange between network nodes.

2) Joint ML operation between UEs and gNBs. This level requires AI/ML model instruction or exchange between network nodes.

For collaboration level 0a, it is no collaboration framework. AI/ML model is deployed at single side (e.g., gNB or UE). AI/ML algorithms purely implementation based and not requiring air-interface changes. There is no additional specification required.

For collaboration level 0b, no collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms is needed. AI/ML model is deployed at single side (e.g., gNB or UE). Exchanged information and signalling enhancements (e.g., new RS pattern, new beam measurement) are not directly related to Model Generation and Model Inference.

Collaboration level 1 requires inter-node assistance to improve the respective nodes’ AI/ML algorithms. AI/ML model is deployed at single side (e.g., gNB or UE), while Model Inference is related to single side and Model Generation is related to both sides. Exchanged information and signalling enhancements is directly related to AI/ML Model Generation and/or Model Inference. But no model exchange between network nodes.

Collaboration level 2 requires joint ML operation between UEs and gNB. AI/ML model is deployed at single side or both sides, while Model Generation and/or Model Inference may relate to both sides. This level requires AI/ML model instruction or exchange between network nodes. The AI/ML model instruction or exchange may include model structure and/or model weights. 

Proposal 4: We suggest that collaboration levels between UE and gNB are defined as follows:
0a) No collaboration framework: AI/ML model is deployed at single side (e.g., gNB or UE). AI/ML algorithms purely implementation based and not requiring air-interface changes. There is no additional specification required.

0b) No collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms is needed. AI/ML model is deployed at single side (e.g., gNB or UE). Exchanged information and signalling enhancements are not directly related to Model Generation and Model Inference.

1) Inter-node assistance to improve the respective nodes’ AI/ML algorithms. AI/ML model is deployed at single side (e.g., gNB or UE). Exchanged information and signalling enhancements is directly related to AI/ML Model Generation and/or Model Inference. But no model exchange between network nodes.

2) Joint ML operation between UEs and gNB. AI/ML model is deployed at single side or both sides. This level requires AI/ML model instruction or exchange between network nodes.
Regarding the description in SID, the collaboration levels discussed above is between UE and gNB. Unless specified, network nodes mentioned in the description of various collaboration levels should be limited between UE and gNB. For AI/ML model and related information exchange between gNB-gNB or UE-UE are not in the scope of current SID.

Proposal 5: AI/ML model related information exchange should be limited between UE and gNB, since the objective of the current SID is to identify various levels of collaboration between UE and gNB. If some specific collaboration levels require AI/ML model or related information exchange between gNB-gNB or UE-UE, it may need FFS.
3      Conclusions
In this contribution, we discuss the general aspects of AI/ML framework. Following proposals are made:

Proposal 1: The general AI/ML framework for NR air-interface should be studied based on the functional framework for RAN intelligence defined in TR37.817.

Proposal 2: The terminology descriptions in TR37.817 can be reused with some clarifications or modifications for the study of NR air-interface specific, such as Model Generation, Model Training, etc.

Proposal 3: The definition of Data Collection, Model Inference, and Actor can be reused with corresponding adjustments.
Proposal 4: We suggest that collaboration levels between UE and gNB are defined as follows:

0a) No collaboration framework: AI/ML model is deployed at single side (e.g., gNB or UE). AI/ML algorithms purely implementation based and not requiring air-interface changes. There is no additional specification required.

0b) No collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms is needed. AI/ML model is deployed at single side (e.g., gNB or UE). Exchanged information and signalling enhancements are not directly related to Model Generation and Model Inference.

1) Inter-node assistance to improve the respective nodes’ AI/ML algorithms. AI/ML model is deployed at single side (e.g., gNB or UE). Exchanged information and signalling enhancements is directly related to AI/ML Model Generation and/or Model Inference. But no model exchange between network nodes.

2) Joint ML operation between UEs and gNB. AI/ML model is deployed at single side or both sides. This level requires AI/ML model instruction or exchange between network nodes.

Proposal 5: AI/ML model related information exchange should be limited between UE and gNB, since the objective of the current SID is to identify various levels of collaboration between UE and gNB. If some specific collaboration levels require AI/ML model or related information exchange between gNB-gNB or UE-UE, it may need FFS.
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