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Introduction
One of the objectives of the SI：Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1] is that:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on: 
-Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· -Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we discuss about an improved neural network (NN) architecture to enhance the accuracy of quantized CSI feedback in MIMO communications.
Impact of transmission-sensing beam correspondence
Traditionally, the channel is quantized with a codebook. However, the codebook based quantization may fail to fully exploit the sparsity nature of channels since the quantization have to catch the amplitude and phase of every path in finite number of codewords. Thus, the NN is applied to compress the CSI[2]. The NN based CSI compression and feedback model is shown in Fig.1.
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Fig.1.  Architecture of CsiNet, which includes the encoder and decoder [2].
For the ease of tractability as in [3], the channel is first transferred into the angular-delay domain by 2D discrete Fourier transform (DFT) before being processed by the NN. Since the channel varies slowly in many typical massive MIMO applications, the correlation within a sequence of channel information can be explored for more efficient CSI compression. In the following content, the new design of Encoder and Decoder architecture will be introduced in detail. 
As depicted in Fig. 2, Encoder contains two modules. The feature extraction module mainly extracts channel features through convolution operations. The feature compression module then compresses the features. Correspondingly, Decoder also has two main modules. The feature uncompression module is responsible for recovering compression features and the recovery module then restores the channel matrix. 
[image: ][image: ]
Fig. 2. Architecture of encoder-decoder network, the given feature extraction module and the channel recovery module following the settings of [3].
To be more specific, the long short-term memory (LSTM) network was first employed in the  compression and uncopression modules in [4], which has the memory function and thus can capture and extract inherent correlations, e.g. temporal correlations within input sequences. The architecture of encoder-decoder network called CsiNet-LSTM. However, the CsiNet and CsiNet-LSTM are not sufficiently effective especially in tracking the temporal correlations in compression.
In the design of [3], see Fig.2, the input of the compression module is split into two parallel flows: an LSTM network and a linear FCN. The FCN serves as a jump connection which can accelerate the convergence and reduce the vanishing gradient problem. The above proposed recurrent CsiNet, referred to as RecCsiNet, suffers from the problem of a large number of training parameters. Here, [3] provide a far more effective solution to address this issue. The parameter-reduced recurrent CsiNet (PR-RecCsiNet) utilizes new compression and uncompression modules as illustrated in Fig. 3. 
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Fig. 3. Recurrent compression and uncompression modules in PR-RecCsiNet.
From the numerical results in [3], we can derive that the average processing time of AoD codebook based method is 320 ms under 8 bits/path, while CsiNet, RecCsiNet,PR-RecCsiNet and CsiNet-LSTM require 0.1 ms, 0.9 ms, 0.6ms and 1.1 ms, respectively, when the compression ratio is 1/64. The time complexity of all the networks is almost the same, which is far less than the AoD codebook based method. 

Therefore, we propose to support PR-RecCsiNet to utilize in the CSI feedback in the future.
Proposal 1: The codebook based method is not sufficiently efficient in MIMO Channel information feedback.
Proposal 2: PR-RecCsiNet could be taken into considered in CSI feedback enhancement is FFS.
Conclusion
Based on the discussions above, the following proposals were made:

Proposal 1: The codebook based method is not sufficiently efficient in MIMO Channel information feedback.
Proposal 2: PR-RecCsiNet could be taken into considered in CSI feedback enhancement is FFS.
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