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Introduction
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]In RAN 94-e meeting [1], study on artificial intelligence (AI) / machine learning (ML) for multiple use cases were approved regarding aspects such as performance, complexity, and potential specification impact.
Regarding multiple use cases:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signaling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

In this contribution, we focus on the use case of beam management, including spatial domain beam prediction and time domain beam prediction, and simulation results and corresponding comparisons and observations will be provided to verify the rationality and validity of our beam management algorithm by artificial intelligence (AI) / machine learning (ML).
Evaluation methodology
Dataset construction 
Field data is collected from practical wireless systems and include the actual wireless features. Since AI models in commercial products should match the practical wireless environment, field data is necessary in commercial stage. However, it has some shortcomings in that it is hard to collect and difficult to ensure quality. Thus, in SI phase, we think the current 3GPP channel model from TR 38.901 is sufficient in beam management case, and we prefer to use SLS to obtain dataset for performance evaluation. For research purpose, we share our initial dataset for spatial domain beam prediction through the link [2].
Some companies use multiple-panel antenna configurations for dataset collection. From our view, in the current stage, both single panel and multiple panels should be allowed. There is no strong need to introduce multiple panels which may take more variables in dataset construction and has no additional benefit to find effective beam management algorithm by artificial intelligence (AI) / machine learning (ML).
[bookmark: OLE_LINK7][bookmark: OLE_LINK8] Besides, in consideration of dataset construction, the training dataset and validation dataset should be collected from different drops to keep data independence. 
Data set constructed based on 3GPP channel model from TR 38.901 is mainly considered for beam management case.
SLS deployment is used to obtain dataset for performance evaluation.
Training dataset and validation dataset should be collected from different drops to keep data independence.
General discussion on evaluation methodology
To align the performance gain for each sub use case between different companies, simulation calibration is important and should be done in first two RAN1 meetings.
Previously, MIMO evaluations are conducted typically without exposing absolute spectral efficiency. There may potentially be large difference between companies on the baseline performance. It would be difficult for companies to align on whether AI/ML have gains if there are large difference on the baseline performance. To alleviate such misaligned understanding on the baseline performance, some intermediate results can be considered for performance evaluation.
Intermediate results for performance comparison across companies can be considered.
Another aspect that influences the aligned understanding on the performance of AI/ML over air interface is dataset. If the dataset to train AI/ML models is different for different companies, it would not be possible for companies to be aligned on the performance of AI/ML. There are two ways on table for companies to be aligned on this:
· Alt1: Provide details as much as possible for generation of the dataset
· Alt2: Directly provide publicly accessible dataset for training and testing 
It is preferable to go with Alt1+Alt2 since this would resolve the misalignment between companies to the largest extent.
It is encouraged for companies to provide publicly accessible dataset for training and validation for cross-check purposes.
In comparison with fully-connection neural network, superior AI model, such as transformer, convolution neural network, LSTM and so on, may increase performance gain and/or decrease model size/computation. However, the main purpose of the SID is to find an effective AI/ML algorithm with acceptable AI generalization, complexity and performance in beam prediction rather than to find an optimal AI model. Based on initial assessment, a fully-connected AI model with 2 hidden layers and 1000 parameters per hidden layer is sufficient to find adequate gains in spatial domain beam prediction. 
Thus, fully-connection neural network with a limited number of model parameters can be used as a baseline AI model for AI model calibration as well as further beam prediction study. 
Fully-connected neural network with a limited number of model parameters for beam management case is considered as the basic model. Other models can also be considered if found beneficial.
Detailed evaluation assumption for spatial domain beam prediction
For spatial domain beam prediction, the following SLS simulation assumption for data construction is adopted based on Rel-15/16/17 beam management discussion.
Table 1: SLS simulation assumption for spatial domain beam prediction
	Parameter
	Value

	Scenario
	Umi 38.901,7 sites, 3 cells per site

	Carrier frequency
	30GHz

	Subcarrier spacing
	120kHz

	System BW
	100 MHz

	BS and RRH Tx power
	35dBm

	UE receiver NF
	13

	ISD
	200m

	o2i
	0.5

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 2 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-78.75 -56.25 -33.75 -11.25 11.25 33.75 56.25 78.75]
Vertical angle = [22.5 67.5 112.5 157.5]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-67.5 -22.5 22.5 67.5]
Vertical angle = [45 135]

	Indoor UE fraction
	80%

	UE speed
	3 km/s

	Spatial consistency 
	False

	Rotation
	False



Suggest the above table of simulation assumptions used for dataset construction in spatial domain beam prediction.
Detailed evaluation assumption for time domain beam prediction
To evaluate performance of time domain beam prediction, it is necessary to consider UE movement and rotation. Otherwise the RSRP would be stable and does not produce valid samples for testing within time of interest.
For mobility scenario, 37.885 gives a setup flexible enough to model UE movement at high speed. UEs shown as green circle in figure 1 are dropped on predefined straight roads with some crossroads. The dropped UE moves with a random direction in a straight road, while an action is randomly selected from 4 operations, such as go ahead, turn back, turn left and turn right, occurred for a UE moving across a crossroad. Performance of UE beam management is evaluated under such conditions.
[image: ]
Figure 1 an example of UE dropping in mobility scenario 

Consider methodology defined in 37.885 to model UE mobility for time domain beam prediction. 
For time domain prediction, a number of historical information of measured beams is used to predict partial or full future beam information. To obtain historical beam information and maintain consistency between adjacent samples in time domain, spatial consistency for the modelling should be enabled.
Spatial consistency should be modeled for UE mobility scenario for time domain beam prediction. 
Based on above discussion, the following modelling methodology should be considered for mobility and rotation.
Table 2: SLS simulation assumption for time domain beam prediction @ mobility
	Parameter
	Value

	Scenario
	Umi 38.901,7 sites, 3 cells per site

	Carrier frequency
	30GHz

	Subcarrier spacing
	120kHz

	System BW
	100 MHz

	BS and RRH Tx power
	35dBm

	UE receiver NF
	13

	ISD
	200m

	o2i
	0.5

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 2 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-78.75 -56.25 -33.75 -11.25 11.25 33.75 56.25 78.75]
Vertical angle = [22.5 67.5 112.5 157.5]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-67.5 -22.5 22.5 67.5]
Vertical angle = [45 135]

	Indoor UE fraction
	0%

	UE speed
	30~60 km/s

	Spatial consistency 
	True

	Rotation
	False



Table 3: SLS simulation assumption for time domain beam prediction @ rotation
	Parameter
	Value

	Scenario
	Umi 38.901,7 sites, 3 cells per site

	Carrier frequency
	30GHz

	Subcarrier spacing
	120kHz

	System BW
	100 MHz

	BS and RRH Tx power
	35dBm

	UE receiver NF
	13

	ISD
	200m

	o2i
	0.5

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 2 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-78.75 -56.25 -33.75 -11.25 11.25 33.75 56.25 78.75]
Vertical angle = [22.5 67.5 112.5 157.5]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-67.5 -22.5 22.5 67.5]
Vertical angle = [45 135]

	Indoor UE fraction
	80%

	UE speed
	3 km/s

	Spatial consistency 
	True

	Rotation
	True

	Rotation speed round per minute
	50



The above two tables of simulation assumptions are considered for dataset construction in time domain beam prediction.
KPI
Performance-related KPIs
Compared with other use cases, due to the accuracy of beam selection and RSRP prediction already reflecting the performance of beam management, using RSRP as KPI has the same importance as legacy KPI, such as spectrum efficiency, throughput, BLER, etc., in beam prediction.
For RSRP related KPIs, the following can be considered: 
· RSRP difference 1: |RSRPs of all predicted beams – RSRPs of corresponding label beams|
· RSRP difference 2: |RSRPs of predicted best beam – RSRPs of corresponding label beams|
· Beam pair prediction deterioration: minimum RSRP difference in |RSRPs of selected beam ID indicated by predicted best beam set – RSRP of best label beam|
· [bookmark: OLE_LINK10]Beam pair prediction accuracy: the probability of accurately predicting the best beam set
RSRP different 1 is intended to describe RSRP predicted performance of all predicted beams, while RSRP different 2 purely cares RSRP results from the strongest predicted beam set. These two RSRP difference are also related to the design of loss function in AI model training. For example, if the loss function is designed as RSRP difference 2, only the best beam set is predicted, and it cannot calculate RSRP difference 1. Thus, we can accept both two RSRP difference as AI-related KPIs and we encourage all companies to provide one of two RSRP difference to demonstrate RSRP predicted performance. 
As the above two RSRP difference KPIs only focus on their’ predicted accuracy in RSRP prediction domain, it cannot reflect the relationship between best predicted beam set and the best label beam set. Therefore, beam pair prediction deterioration and beam pair prediction accuracy can be introduced to demonstrate predicted accuracy in the beam prediction domain, for which beam pair prediction deterioration is the minimal RSRP difference between RSRPs of the predicted optimal beam set in the labeled dataset and RSRP of the best label beam, and beam pair prediction accuracy describes the probability of finding intersection between the predicted beam set and optimal beam set. 
The 4 proposed RSRP-related KPIs should be considered for performance evaluation and comparison among different selected algorithms.
· RSRP difference 1 for all predicted beam
· RSRP difference 2 for predicted beam set
· beam pair prediction deterioration
· beam pair prediction accuracy
Although RSRP-related performance as intermediate results can help to alleviate such misaligned understanding on the baseline performance, it cannot reflect whether considerable gains from AI algorithm can also be obtained in real communication system for both spatial domain and time domain prediction. We, thus, propose, 
Throughput performance for space/time domain beam prediction are also considered.
Generalization or overfitting is one of the key issues in AI/ML and should be seriously considered. With overfitting, the model is memorizing the features of the training set, rather than learning how to generalize to unseen samples. As a consequence, AI model works well for training data set but its performance on verification data set would be unacceptable. The generalization performance (or test performance) of AI model is affected by the AI model structure, the variety of training data set and the training strategy. It is better to keep the training loss to be an accurate approximation of the generalization loss uniformly for all hypotheses.
Generalization performance can be evaluated by constructing suitable verification data set. First, when generating verification data set, large scale parameter perturbation could be used to increase the difference between training data and verification data. Second, since system level model contains more practical wireless features than link level model, system level models in 38.901 and 38.857 should mainly be considered for verification.
Different levels of generalization may need to be verified. For example, whether the performance maintains from one UE to another, from one cell to another, from one drop to another, or from one scenario to another. 
For beam management with spatial and temporal prediction, the following aspects should be considered:
· Different gNBs have different number of Tx beams
· Different UEs have different number of Rx beams
It should not be forced to realize the same Rx beam number for all accessed UEs, thus model design should consider the output target of an AI model used for beam prediction probably used for different number of Tx beams and Rx beams. The training target for AI algorithm used for beam prediction should be decoupled with the total number of beam pairs. 
Generalization performance should be considered as performance-related KPIs.
Different number of Tx beam and Rx beam should be considered for construction of the data set for generalization performance evaluation. 
Other KPIs
From UE implementation perspective, complexity, latency and power consumption are all relevant. Thus, all these KPIs should be assessed based on typical chipset implementations.
[bookmark: _Hlk102160781]As pointed out in our companion paper [3], the latency and power consumption values would be largely different for different implementations. Thus, it is preferred for companies to report the corresponding values (or expected values) for assessment of the KPIs. 
Beam sweeping overhead, AI processing latency, computational complexity, model size and power consumption can be considered are all relevant for assessment.
Companies are encouraged to fill in the following table for the complexities of the neural network model used for evaluation.
Table 4: the complexities of AI models from companies
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	

	AI Model 3
	
	
	
	

	…
	
	
	
	

	…
	
	
	
	



Companies are encouraged to fill in the following table for parameter size of the neural network model used for evaluation.
Table 5: the parameter size of AI models from companies
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	

	AI Model 3
	
	
	
	

	…
	
	
	
	

	…
	
	
	
	



Companies are encouraged to fill in the following table for the expected inference latencies of the neural network model used for evaluation.
Table 6: the latencies of AI models from companies
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	

	AI Model 3
	
	
	
	

	…
	
	
	
	

	…
	
	
	
	



Companies are encouraged to fill in the following table for the expected inference power consumption of the neural network model used for evaluation.
Table 7: the power consumptions of AI models from companies
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	

	AI Model 3
	
	
	
	

	…
	
	
	
	

	…
	
	
	
	



Performance evaluation results
In this section, we provide our simulation results for performance evaluation of AI/ML based beam prediction, including spatial domain beam prediction and time domain beam prediction.
Spatial domain beam prediction
In this sub-use case, the output of the AI model is designed to be L1-RSRP of all beam pairs and the predicted optimal beam pair can be acquired from predicted L1-RSRP, as shown in figure 2. 
[image: ]
Figure 2 spatial domain beam prediction schematic diagram
336000 samples are generated, which are based on assumptions on table 1 in above section 2.1 for spatial domain beam prediction. 87.5% of samples are used to model training, and 12.5% of samples are used for validation, which is generated from different simulation drops compared with the training dataset. Full-connection neural network with a limited number of model parameters is adopted in spatial domain beam prediction. 
Traditional beam management 
For fair comparison between different AI algorithms including cross-checking purpose from different companies, a random beam subset selected from a total of 256 beams from each validation sample can be considered for baseline results. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Table 8: baseline performance of traditional beam management
	Scheme 
	[bookmark: OLE_LINK15][bookmark: OLE_LINK16]Mean beam pair prediction deterioration

	Random selected 8 beams
	12.62

	Random selected 16 beams
	9.18

	Random selected 32 beams
	6.22


With the number of selected beams increasing, the performance of mean beam management deterioration decreases rapidly from 12.62 dB to 6.22 dB
More than 6 dB mean beam pair prediction deterioration is observed for searching best beam with 32 randomly selected beam pairs 
Beam prediction with the same fixed pattern for training and validation
[image: ]
Figure 3 beam prediction with fixed pattern RSRP
Beam prediction algorithm with fixed beam pattern is used to predict all RSRPs as shown in figure 3. For following comparison, the number of beam subset is equal to 8, 16 and 32, and the fixed beam pattern is generated by random selected from all beam pairs which represents all datasets, including training set and validation set, are used same fixed beam pattern.
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Table 9: performance of beam prediction with the same fixed pattern for training and validation
	Scheme 
	Mean RSRP difference 1
	Mean Beam pair prediction deterioration

	Number of beams in predicted best beam set 
	1
	2
	4
	8

	Fixed selected 8 beams
	4.52
	5.37
	3.66
	2.26
	1.21

	Fixed selected 16 beams
	2.75
	2.11
	1.21
	0.65
	0.33

	Fixed selected 32 beams
	1.65
	0.76
	0.34
	0.15
	0.06



[bookmark: _Hlk101714685]As we have interpreted in KPI section 3.1, the more beams are including in predicted best beam set, the higher probability of accurately predicting the best beam and the lower beam pair prediction deterioration is achieved. From the results in table 9 obtained by beam prediction with same fixed pattern, it can be found that with the number of selected beams increasing, the performance of mean RSRP difference 1 decreases rapidly from 4.52dB to 1.65dB, while mean beam pair prediction deterioration reduces more obvious with increasing number of selected beams and number of beams selected in predicted beam set. And compared with baseline/traditional beam management, at least more than 6 dB gain can be obtained by AI algorithm with fixed pattern even for the case with only 1 predicted beam included predicted best beam set.
With the number of selected beams increasing, the performance of mean RSRP difference 1 decreases rapidly from 4.52dB to 1.65dB, while mean beam pair prediction deterioration reduces more obvious with the increasing number of selected beams and number of beams selected in the predicted beam set.
Compared with traditional beam management, at least more than 6 dB gain can be obtained by AI algorithm with the fixed pattern even for the case with only 1 selected beam in the predicted beam set.
Beam prediction with different fixed patterns for training and validation
In section 4.1.2, one fixed beam pattern is generated by randomly selected from all beam pairs and applied to both the training set and validation set. If an AI model is trained by one fixed beam pattern, the performance of this AI model can only be guaranteed by the same fixed pattern applied for model inference from table 9. Thus, we studied the impact on AI performance with different patterns applied in model training and model inference respectively. Similar to section 4.1.2, 87.5% of data is used for model training with fixed pattern 1, and 12.5% of data from other drops are used for the following model validation and performance-related KPI generation with fixed pattern 2.
Table 10: performance of beam prediction with a different fixed pattern for training and validation
	Scheme 
	Mean RSRP difference 1
	Mean beam pair prediction deterioration 

	Number of beams in predicted best beam set
	1
	2
	4
	8

	Fixed selected 8 beams
	11.03
	22.09
	19.08
	15.99
	13.09

	Fixed selected 16 beams
	10.19
	20.72
	17.43
	14.25
	11.18

	Fixed selected 32 beams
	9.93
	20.70
	16.54
	12.37
	8.75



Compared with the case with fixed pattern for training and validation algorithm and the case with traditional beam management, the performance from table 10 is quite poor and the algorithm of different fixed patterns for training and validation is not acceptable. 
The performance of an AI algorithm with different fixed patterns for training and validation is poorer than legacy mechanism.
Beam prediction with random pattern scheme
According to the above comparisons, the fixed pattern AI algorithm takes a considerable spatial beam prediction gain only when the same fixed pattern is applied in both model training and validation, which bring significant restrictions on AI deployment for beam prediction. Thus, in the following sections, we focus on how to find a valid AI algorithm to obtain the beam prediction gain as well as reduce restrictions on AI deployment. 
Compared with the fixed pattern method, a scheme with a random pattern for AI model training and validation is the first improvement that comes to mind. However, due to the huge number of combinations by selected 8/16/32 beams from 256 beam pairs, we cannot rebuild the dataset by searching all combinations per sample. A new dataset is re-constructed by randomly selecting 8/16/32 beams from 256 beam pairs with a 10-times repeat per sample to improve performance. Thus, the new dataset has 3360000 samples, which is 10 times with initial dataset. 
Table 11: performance of beam prediction with random pattern scheme
	Scheme 
	Mean RSRP difference 1
	Mean Beam pair prediction deterioration

	Number of beams in predicted best beam set 
	1
	2
	4
	8

	[bookmark: _Hlk101779036]random selected 8 beams
	7.48
	16.87
	14.02
	11.02
	8.05

	random selected 16 beams
	6.81
	14.52
	11.77
	8.99
	6.04

	random selected 32 beams
	5.91
	11.30
	8.73
	6.13
	3.75



Based on table 11, almost 4dB improvement is obtained from the random pattern scheme in performance of RSRP difference 1 compared with the performance of beam prediction with the different fixed pattern for training and validation in 4.1.3, while more improvement can be acquired under the KPI of beam pair prediction deterioration. However, in comparison with the fixed pattern scheme and traditional beam management scheme, the performance of beam prediction with a random pattern method with RSRP-only AI input is still not good enough. 
[bookmark: _Hlk101896526][image: ]
Figure 4 beam prediction with random pattern RSRP and assistance information input
[bookmark: _Hlk101896607]Based on our analysis, if AI inputs only include random pattern RSRP, the beam prediction AI model is hard to train and relative performance may not reach that of performance in the fixed pattern scheme as the huge number of combinations of selecting a target number of beams from 256 beam pairs exist. Thus, in figure 4, some assistance information in connection with RSRP input can be used to improve AI performance in beam prediction with random pattern. To obtain a comprehensive impact on adding assistance information, we try the following schemes with random pattern RSRP input:
· Case 0: RSRP only
· Case 1: RSRP + {total beam ID}
· Case 2: RSRP + {Tx total beam ID, Rx total beam ID}
· Case 3: RSRP + {Tx vertical beam ID, Tx horizontal beam ID, Rx vertical beam ID, RX horizontal beam ID}
· Case 4: RSRP + {Tx vertical beam angle, Tx horizontal beam angle, Rx vertical beam angle, RX horizontal beam angle}
· Case 5: RSRP + {total beam ID} after one-hot encoder
· Case 6: RSRP + {Tx total beam ID, Rx total beam ID} after one-hot encoder
· Case 7: RSRP + {Tx vertical beam ID, Tx horizontal beam ID, Rx vertical beam ID, RX horizontal beam ID} after one-hot encoder
From table 1 of simulation assumption for data construction, the calculation method of input parameters number for each case is shown as below:
· Case 0: N
· Case 1: N + N 
· Case 2: N + N + N 
· Case 3: N + N + N + N + N
· Case 4: N + N + N + N + N
· Case 5: N + N * 256
· Case 6: N + N * 32 + N * 8
· Case 7: N + N * 8 + N * 4 + N * 4 + N * 2
To keep the same simulation assumption as the above schemes, N is equal to 8/16/32 as the target number of selected beams for AI model input. 
Table 12: performance comparison between different assistance information with 8 random pattern RSRPs
	Scheme
	Mean RSRP difference 1
	Mean Beam pair prediction deterioration

	Number of beams in predicted best beam set 
	1
	2
	4
	8

	Case 0
	7.48
	16.87
	14.02
	11.02
	8.05

	Case 1
	6.58
	12.87
	10.15
	7.45
	4.81

	Case 2
	6.12
	9.63
	7.20
	4.95
	3.03

	Case 3
	5.37
	7.76
	5.61
	3.68
	2.13

	Case 4
	5.44
	7.99
	5.81
	3.82
	2.24

	Case 5
	5.44
	7.84
	5.68
	3.71
	2.14

	Case 6
	5.29
	7.42
	5.33
	3.46
	2.00

	Case 7
	5.30
	7.49
	5.40
	3.54
	2.06



[bookmark: _Hlk101896744][bookmark: _Hlk101897020]In table 12, compared with case 0, which only includes RSRP with blue highlight part as baseline performance, approximate 1 dB gain and larger than 1.3 dB performance improvement can be obtained for case 1 and case 2 for mean RSRP difference 1, respectively. From case 3 to case 7 with the green highlight part, it achieves almost the same performance in KPI of mean RSRP difference 1 as well as mean beam pair prediction deterioration and provides greater than 2 dB gain of mean RSRP difference 1 compared with baseline performance. It can be found that directly using {total beam ID} and {Tx total beam ID, Rx total beam ID} brings few performance improvements, while significant gain can be realized by one-hot encoding {total beam ID} and {Tx total beam ID, Rx total beam ID}. The AI model input type of case 3 is RSRP and {Tx vertical beam ID, Tx horizontal beam ID, Rx vertical beam ID, RX horizontal beam ID}, which brings considerable gain compared with baseline. However, almost the same performance is provided after one-hot encoding, i.e. case 7. Thus, we have the following observations, 
Directly using {total beam ID} and {Tx total beam ID, Rx total beam ID} brings few performance improvements, while significant gains can be realized by one-hot encoding {total beam ID} and {Tx total beam ID, Rx total beam ID}.
Compared with baseline, directly using {Tx vertical beam ID, Tx horizontal beam ID, Rx vertical beam ID, RX horizontal beam ID} brings considerable gain as well as using angle information, while almost the same performance is provided after one-hot encoding.
[bookmark: _Hlk101897110]Since assistance information can provide significant performance gain for the random pattern scheme, fixed pattern scheme with some assistance information can be studied, and this fixed pattern is used for both training and validation. 
Table 13: performance comparison between different assistance information with 8 fixed pattern RSRPs
	Scheme
	Mean RSRP difference 1

	Case 0
	4.47

	Case 1
	4.49

	Case 2
	4.47

	Case 3
	4.45

	Case 4
	4.49

	Case 5
	4.45

	Case 6
	4.47

	Case 7
	4.58


[bookmark: _Hlk101796056][bookmark: _Hlk101897157]
Assistance information cannot provide any performance improvement based on results in table 13. From our view, the initial principle of assistance information for the random pattern scheme is to find order out of chaos and approach fixed pattern scheme. 
[bookmark: _Hlk101897211]Assistance information cannot provide any performance improvement for the fixed pattern scheme.
Another issue with the random pattern scheme is how to select random patterns from all samples. As the new dataset cannot be rebuilt by searching all combinations per sample, we re-construct the new dataset by randomly selecting 8/16/32 beams from 256 beam pairs with 10-times repeat per sample. Mathematically, two ways can be realized for selecting 8/16/32 beams from 256 beam pairs, which are permutation and combination. Random patterns are selected from all beam pairs in a certain order for the combination method, which is the main difference from the permutation random pattern selecting method.
Table 14: performance comparison between permutation and combination with 8 random pattern RSRPs
	Scheme
	Mean RSRP difference 1
	Mean Beam pair prediction deterioration 

	Pattern selection method
	permutation
	combination
	permutation
	combination

	Number of beams in predicted best beam set 
	1
	2
	4
	8
	1
	2
	4
	8

	Case 0
	7.97
	7.48
	20.16
	16.42
	13.07
	10.12
	16.87
	14.02
	11.02
	8.05

	Case 4
	5.65
	5.44
	8.71
	6.34
	4.02
	2.45
	7.99
	5.81
	3.82
	2.24

	Case 7
	5.42
	5.30
	7.88
	5.68
	3.70
	2.14
	7.49
	5.40
	3.54
	2.06



Based on the above results, 0.1 dB ~ 0.2 dB gain is obtained from the combination pattern method in case 4 and case 7 for KPI of mean RSRP difference 1, while performance is increased as well for KPI of mean beam pair prediction deterioration at predicted beam set equal to 1 with about 0.5 dB ~ 0.7 dB improvement. 
In comparison with permutation pattern selection, gains can be observed from the combination pattern method without any overhead increase. 
Beam prediction with random pattern and expected information
[bookmark: _Hlk101897447][bookmark: _Hlk101888626][bookmark: _Hlk101897596][bookmark: _Hlk101897584]Random pattern can reduce restrictions on RSRP combinations of AI model inputs with the same beam sweeping sets, which brings flexibility to AI model implementation/deployment. However, the output size of the above AI model is associated with the total number of Tx beams and the total number of Rx beams. Considering different UE capabilities with a distinct number of Rx beams, if the AI model can only be applied to one type of UE with a fixed number of Rx beams, the applicable scenarios would be rather limited. Thus, in this section, we try to find a solution for an AI algorithm that can adapt various UE capabilities with a different number of Rx beams. 
[bookmark: _Hlk101897640][image: ]
Figure 5 beam prediction with random pattern RSRP, assistance information and expected information
[bookmark: _Hlk101897655]Choice of the scheme is to use the AI model to predict the performance of expected Rx angle. In this way, if all angles could be searched and the best RSRP/beam pairs are selected based on the per angle prediction, then the model would be applicable for arbitrary number of Rx beams.
In figure 5, performance is shown for this scheme. The output size of the AI model is only associated with the number of total Tx beams by input expected Rx information in the model. This means that RSRP of 32 beam pairs corresponding to all 32 Tx beams with the expected Rx beam angle can be predicted at the output of the model. 
Table 15: performance of beam prediction scheme with random pattern, supplementary angle and expected angle
	Scheme
	Mean RSRP difference 1
	Mean Beam pair prediction deterioration 

	Number of beams in predicted best beam set 
	1
	2
	4
	8

	Traditional BM with 8/16/32 beams
	12.62/ 9.18 /6.22

	Random selected 8 beams
	5.39
	7.57
	5.11
	3.25
	1.95

	Random selected 16 beams
	4.07
	4.67
	2.87
	1.64
	0.86

	Random selected 32 beams
	3.47
	3.56
	2.04
	1.04
	0.48


Compared with traditional BM, random pattern with supplementary angle and expected angle information seems a satisfactory solution with sufficient performance improvement and flexibility on AI model deployment. 
Performance comparison between different algorithms for spatial domain prediction
To sum up, some representative schemes with 8/16/32 selected beams according to above all algorithms for spatial domain beam prediction are chosen for final comparison, including traditional beam management, AI scheme with fixed pattern, AI scheme with random pattern and supplementary angle, and AI scheme with random pattern, supplementary angle and expected angle. Besides, we also show all performance-related KPIs described in section 3.1 for cross-checking purpose, and for performance comparison only 1/4/8 beams are selected in the predicted best beam set, and 1 beam with the largest RSRP value as the optimal beam is selected in the best beam set for beam pair prediction accuracy calculation.
[bookmark: OLE_LINK22]Table 16: final performance comparison across different algorithms with 8 selected beams
	Scheme
(8 beams)
	Mean RSRP difference 1
	Mean RSRP difference 2
	Mean beam pair prediction deterioration
	Beam pair prediction accuracy
(%)

	Number of beams in predicted best beam set = 1/4/8

	Traditional BM
	\
	12.62
	3.71

	Fixed pattern
	4.52
	2.23
	2.70
	2.86
	5.37
	2.26
	1.21
	22.21
	53.44
	70.40

	Random pattern with angle
	5.44
	3.43
	3.55
	3.67
	7.99
	3.82
	2.24
	15.67
	42.52
	60.15

	Random pattern with angle and expected angle
	5.39
	6.87
	7.19
	7.47
	7.57
	3.25
	1.95
	14.89
	36.31
	51.47



Table 17: final performance comparison across different algorithms with 16 selected beams
	Scheme
(16 beams)
	Mean RSRP difference 1
	Mean RSRP difference 2
	Mean Beam pair prediction deterioration
	Beam pair prediction accuracy
(%)

	Number of beams in predicted best beam set = 1/4/8

	Traditional BM
	\
	9.18
	6.26

	Fixed pattern
	2.75
	1.43
	1.51
	1.59
	2.11
	0.65
	0.33
	46.71
	78.84
	88.40

	Random pattern with angle
	4.32
	6.51
	6.38
	6.25
	5.08
	1.87
	0.94
	25.14
	58.84
	75.38

	Random pattern with angle and expected angle
	4.07
	4.71
	4.89
	5.00
	4.67
	1.64
	0.86
	24.46
	54.72
	71.27



Table 18: final performance comparison across different algorithms with 32 selected beams
	Scheme
(32 beams)
	Mean RSRP difference 1
	Mean RSRP difference 2
	Mean Beam pair prediction deterioration
	Beam pair prediction accuracy
(%)

	Number of beams in predicted best beam set = 1/4/8

	Traditional BM
	\
	6.22
	12.53

	Fixed pattern
	1.65
	0.78
	0.82
	0.85
	0.76
	0.15
	0.06
	64.88
	92.06
	96.84

	Random pattern with angle
	3.51
	5.85
	5.73
	5.60
	3.40
	1.00
	0.44
	33.60
	70.26
	84.39

	Random pattern with angle and expected angle
	3.47
	5.22
	5.17
	5.08
	3.56
	1.04
	0.48
	30.31
	64.75
	80.60



The performance relationship between RSRP difference 1 and RSRP difference 2 seems not clear. For example, with the number of selected beams for AI model input increasing, the value of mean RSRP difference 1 decreases rapidly, while the performance of mean RSRP difference 2 sees no obvious improvement. The main reason is that the performance of RSRP difference is very related to loss function design in AI model training. Thus, we believe one of RSRP difference 1 and RSRP difference 2 can be used for performance evaluation across different algorithms which can be determined by loss function design of the AI model. 
With the number of beams in the predicted best beam set increasing, the performance of beam pair prediction deterioration and beam pair prediction accuracy improve rapidly, especially for the algorithms with 8 and 16 selected beams for input parameters. 
With the number of selected beams for AI model input increasing, the value of mean RSRP difference 1 decreases rapidly, while the performance of mean RSRP difference 2 sees no obvious improvement. 
The main reason for non-synchronized performance improvement between KPI of RSRP difference 1 and KPI of RSRP difference 2 is that the performance is related to loss function design in AI model training. 
With the number of input beams in predicted best beam set increasing, the performance of beam pair prediction deterioration and beam pair prediction accuracy improve rapidly. 
To acquire more visually comparison, fixed pattern scheme and random pattern scheme with supplementary angle and expected angle are selected to draw CD graphs. 
[image: ]
Figure 6 CDF of RSRP difference 1 
[image: ]
Figure 7 CDF of beam pair prediction deterioration with selecting 1 predicted beam in predicted best beam set
[image: ]
Figure 8 CDF of beam pair prediction deterioration with selecting 8 predicted beams in predicted best beam set
To sum up, from the perspective of different algorithms, AI/ML achieves significant gains compared with baseline, and the fixed pattern scheme provides the best performance. Meanwhile, the scheme of random pattern with supplementary angle and expected angle obtains acceptable performance with flexibility for UE implementation and network deployment. 
The results of x = 0 in CDF graph for KPI of beam pair prediction deterioration represented the probability of finding the optimal beam from 256 beam pairs is identical to the corresponding value in KPI of beam pair prediction accuracy.
The scheme of random pattern with supplementary angle and expected angle obtains acceptable performance with flexibility for UE implementation and network deployment.
Time domain beam prediction
[image: ]
Figure 9 Time domain beam prediction schematic diagram
Similar to spatial domain prediction, the output type of AI model in our scheme is L1-RSRP of all beam pairs, and the best beam sets for different time instants can be obtained from all predicted RSRP of each time period as shown in figure 9. More specifically, beam information measured at n historical period is used for AI input for time domain beam prediction, and output of AI model is predicted RSRP of next m time periods. In our initial evaluations, n = 8 history RSRP is used to predict future beams with m = 1/4/8 times period for the following comparisons, and two beam patterns, i.e. half-fixed beam pattern and random beam pattern, is applied for both traditional beam management and AI/ML based beam prediction method. Random beam pattern is very similar to that method in spatial domain beam prediction with a randomly selected target number of beams from total beam pairs for each historical time period across all input samples. Beam pattern selecting method for half-fixed beam pattern is improved from fixed beam pattern scheme in spatial beam prediction. Specifically, beam pattern in half-fixed beam pattern scheme is fixed from the perspective of each sample used for AI model input, but the pattern in each sample including multiple historical time periods is different between two consecutive samples. 
For simulation shown in this section, we select the mobility scenario (rather than rotation) for preliminary performance comparison in time domain beam prediction. 427000 samples are generated and each sample includes 8 historical time periods with a 40ms time gap, and 80% of data and 20% of data is used for model training and model validation respectively. Furthermore, 8 beam pairs are selected for each time period, and then a total of 64 beam pairs as input parameters in a sample can be used for the following time domain prediction schemes.
Furthermore, the neural network structure of MLP-mixer is used to demonstrate considerable gain can be obtained from AI algorithm for preliminary comparison with traditional beam management. 
Traditional beam management in the mobility scenario 
As a total of 64 beam pairs per sample obtained, an optimal beam is selected from these measured historical beams with random pattern scheme for future time periods. 
Table 19: baseline performance for time domain beam management 
	Random pattern scheme
	Mean Beam pair prediction deterioration

	Predict 1 time period 
	6.47

	Predict 4 time periods
	6.96

	Predict 8 time periods
	7.27



In table 19, the performance of beam pair prediction deterioration becomes worse with the number of predicted periods increases. It can be also observed that only a small value difference exists between each of the two results for predicting future time periods. Specifically, the difference value of prediction of future 4 samples is no more than 0.5 in comparison with the prediction of 1 sample or prediction of 8 samples, which represents that large-scale channel information changes slowly after enabling spatial consistency with 40ms time period. 
The performance of beam pair prediction deterioration becomes worse with the number of predicted periods increases.
Small value difference is observed between each of the two results of predicting future time periods. It is due to RSRP changes slowly with a 40ms time period.
Performance comparison for time domain beam prediction in mobility scenario
For the performance comparison results in spatial domain beam prediction, half-fixed pattern scheme is used in time domain beam prediction as optimal performance, while random pattern scheme with assistance information can be used for more flexibility in beam management.
Table 20: performance comparison between different algorithms with 1 future predicted beam
	Scheme
	Mean Beam pair prediction deterioration
	Beam pair prediction accuracy
(%)

	Number of beams in predicted best beam set per time period = 1/4/8

	Traditional beam management
	6.47
	19.56

	Half-fixed pattern
	0.69
	0.27
	0.10
	82.16
	93.35
	96.34

	Random pattern with assistance information
	0.75
	0.22
	0.11
	81.02
	93.40
	96.40



Table 21: performance comparison between different algorithms with 4 future predicted beams
	Scheme
	Mean Beam pair prediction deterioration
	Beam pair prediction accuracy
(%)

	Number of beams in predicted best beam set per time period = 1/4/8

	Traditional beam management
	6.96
	19.03

	Half-fixed pattern
	1.16
	0.47
	0.28
	78.58
	89.78
	93.22

	Random pattern with assistance information
	1.38
	0.90
	0.32
	76.08
	89.15
	93.08



Table 22: performance comparison across different algorithms with predicted 8 time periods
	Scheme
	Mean Beam pair prediction deterioration
	Beam pair prediction accuracy
(%)

	Number of beams in predicted best beam set per time period = 1/4/8

	Traditional beam management
	7.27
	18.65

	Half-fixed pattern
	1.40
	0.61
	0.38
	76.55
	84.03
	91.76

	Random pattern with assistance information
	1.86
	0.77
	0.47
	71.48
	81.37
	86.81



From above tables, significant gains are observed for two AI algorithms in both KPI of beam pair prediction deterioration and beam pair prediction accuracy in comparison with traditional beam management. Even with the worst situation of predicting 8 time periods and 1 beam included in predicted best beam set per time period, no more than 2 dB beam pair prediction deterioration can be achieved with over 70% beam prediction accuracy for random pattern with assistance information. 
[image: ]
Figure 10 CDF of beam pair prediction deterioration for random pattern scheme
In figure 10, it can be found that beam pair prediction deterioration of over 95% of users is less than 6 dB when predicted best beam set = 8. Even for the worst case drawn as the blue line, the same performance is achieved for approximately 90% of users with only selecting 1 optimal predicted beam.
[bookmark: _Hlk102167732]Significant gains are observed for time-domain beam prediction in beam pair prediction deterioration and beam pair prediction accuracy in comparison with traditional beam management.
Even with the case of predicting 8 time periods, no more than 2 dB beam pair prediction deterioration can be achieved with over 70% beam prediction accuracy for random pattern with assistance information scheme.
Conclusions
In this contribution, we discuss some issues on AL/ML for beam management and have the following observations:
1. With the number of selected beams increasing, the performance of mean beam management deterioration decreases rapidly from 12.62 dB to 6.22 dB
More than 6 dB mean beam pair prediction deterioration is observed for searching best beam with 32 randomly selected beam pairs
With the number of selected beams increasing, the performance of mean RSRP difference 1 decreases rapidly from 4.52dB to 1.65dB, while mean beam pair prediction deterioration reduces more obvious with the increasing number of selected beams and number of beams selected in the predicted beam set.
Compared with traditional beam management, at least more than 6 dB gain can be obtained by AI algorithm with the fixed pattern even for the case with only 1 selected beam in the predicted beam set.
The performance of an AI algorithm with different fixed patterns for training and validation is poorer than legacy mechanism.
Directly using {total beam ID} and {Tx total beam ID, Rx total beam ID} brings few performance improvements, while significant gains can be realized by one-hot encoding {total beam ID} and {Tx total beam ID, Rx total beam ID}.
Compared with baseline, directly using {Tx vertical beam ID, Tx horizontal beam ID, Rx vertical beam ID, RX horizontal beam ID} brings considerable gain as well as using angle information, while almost the same performance is provided after one-hot encoding.
Assistance information cannot provide any performance improvement for the fixed pattern scheme.
In comparison with permutation pattern selection, gains can be observed from the combination pattern method without any overhead increase. 
Compared with traditional BM, random pattern with supplementary angle and expected angle information seems a satisfactory solution with sufficient performance improvement and flexibility on AI model deployment. 
With the number of selected beams for AI model input increasing, the value of mean RSRP difference 1 decreases rapidly, while the performance of mean RSRP difference 2 sees no obvious improvement. 
The main reason for non-synchronized performance improvement between KPI of RSRP difference 1 and KPI of RSRP difference 2 is that the performance is related to loss function design in AI model training. 
With the number of input beams in predicted best beam set increasing, the performance of beam pair prediction deterioration and beam pair prediction accuracy improve rapidly. 
The results of x = 0 in CDF graph for KPI of beam pair prediction deterioration represented the probability of finding the optimal beam from 256 beam pairs is identical to the corresponding value in KPI of beam pair prediction accuracy.
The scheme of random pattern with supplementary angle and expected angle obtains acceptable performance with flexibility for UE implementation and network deployment.
The performance of beam pair prediction deterioration becomes worse with the number of predicted periods increases.
Small value difference is observed between each of the two results of predicting future time periods. It is due to RSRP changes slowly with a 40ms time period.
Significant gains are observed for time-domain beam prediction in beam pair prediction deterioration and beam pair prediction accuracy in comparison with traditional beam management.
Even with the case of predicting 8 time periods, no more than 2 dB beam pair prediction deterioration can be achieved with over 70% beam prediction accuracy for random pattern with assistance information scheme.
and proposals:
1. Data set constructed based on 3GPP channel model from TR 38.901 is mainly considered for beam management case.
SLS deployment is used to obtain dataset for performance evaluation.
Training dataset and validation dataset should be collected from different drops to keep data independence.
Intermediate results for performance comparison across companies can be considered.
It is encouraged for companies to provide publicly accessible dataset for training and validation for cross-check purposes.
Fully-connected neural network with a limited number of model parameters for beam management case is considered as the basic model. Other models can also be considered if found beneficial.
Suggest the above table of simulation assumptions used for dataset construction in spatial domain beam prediction.
Consider methodology defined in 37.885 to model UE mobility for time domain beam prediction. 
Spatial consistency should be modeled for UE mobility scenario for time domain beam prediction. 
The above two tables of simulation assumptions are considered for dataset construction in time domain beam prediction. 
The 4 proposed RSRP-related KPIs should be considered for performance evaluation and comparison among different selected algorithms.
· RSRP difference 1 for all predicted beam
· RSRP difference 2 for predicted beam set
· beam pair prediction deterioration
· beam pair prediction accuracy
Throughput performance for space/time domain beam prediction are also considered.
Generalization performance should be considered as performance-related KPIs.
Different number of Tx beam and Rx beam should be considered for construction of the data set for generalization performance evaluation. 
Beam sweeping overhead, AI processing latency, computational complexity, model size and power consumption can be considered are all relevant for assessment.
Companies are encouraged to fill in the following table for the complexities of the neural network model used for evaluation.
Companies are encouraged to fill in the following table for parameter size of the neural network model used for evaluation.
Companies are encouraged to fill in the following table for the expected inference latencies of the neural network model used for evaluation.
Companies are encouraged to fill in the following table for the expected inference power consumption of the neural network model used for evaluation.
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