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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN#94-e, the Rel. 18 NR_AIML_Air study was approved, and the scope and objectives were agreed [1]. The general and common aspects for the study are as follows:AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate.

[bookmark: _Ref129681832]
In this contribution, we present our views on the following topics.
· [bookmark: _Hlk101295586]Typical AI/ML types and their applications to wireless systems
· Functional Framework
· High-level Principles
· Collaboration between UE and gNB
· Performance Evaluation
· AI/ML Datasets
Note in this contribution, text in blue is quoted from existing 3GPP standards and re-organized while text in blue and Italic is quoted directly without any changes.
[bookmark: _Hlk101201010]Typical AI/ML types and their applications in wireless systems
Over the years in the development of the AI/ML technology, hundreds of AI/ML algorithms and models have emerged. In general, these algorithms and models can be grouped into the following types depending on the learning styles:
· Supervised Learning: refers to problems that use AI/ML to learn a mapping between input examples and the target variable(s).
Note:  Federated Learning is a machine learning technique that trains an AI/ML model across multiple decentralized devices or servers holding local data samples, without exchanging them. Instead, participating devices exchanges parameters, e.g., gradients at some frequency to generate a global model shared by all nodes. Federated Learning (and its many variants) is popularly leveraged in supervised learning problem space to preserve user data privacy. 
· Unsupervised Learning: refers to problems that use AI/ML to discover or extract the relationships in the data.
· Reinforcement Learning: refers to problems that use AI/ML agent to interact with an environment and the agent has to learn the optimal operation through feedback.
· Hybrid Learning: refers to problems that cannot be clearly categorized as either supervised learning or unsupervised learning and typically have characteristics from both types.
Table 1 compares characteristics of different types of AI/ML approaches. A detailed introduction to them can be found in [2]. 
Table 1. Comparison of different AI/ML algorithms
	
	Supervised Learning
	Unsupervised Learning
	Reinforcement Learning

	Learning mechanism
	Learns from past data and applies the learning to predict outcome of new input data. 
	Learns from discovering or extracting the relationships in the data (e.g., grouping complex data into classes)
	Learns from interacting with an environment to take actions that maximize cumulative reward; there is typically a feedback loop between the learning system and the environment.

	Training dataset needed
	Labelled data: data containing examples of inputs and corresponding outputs
	Needs only input data without labelled outputs or target variables
	Not needing labelled input/output pairs, during the learning, the agent collects feedback data and learns from past experiences. 

	Online/offline training
	Typically offline training; online training is feasible from real-time input data streams.
	Typically offline training; sometimes online is feasible like community learning/clustering in social networking apps from streaming data like Twitter, Facebook, etc.
	Typically online training, even though partial/pre-learning can be performed offline using previously collected experiences containing states, actions and feedback.

	Amount of data needed
	Large, raw data 
	Medium
	Small for partial/pre-learning if desired.

	General applications
	Classification (e.g., face detection, modulation classification) and regression (e.g., weather forecasting)

	Clustering (e.g., spam email filtering), anomaly detection (e.g., fraud detection), autoencoder-based applications (e.g., image compression)
	Suitable for scenarios that accurate labels for the training data are difficult or not feasible to be obtained, such as robot, and games.

	Potential wireless applications 
	Path loss prediction, channel prediction, modulation classification, etc. 
	CSI feedback compression /reconstruction, decoding, demodulation, waveform design

	Power control, beamforming, 
modulation and coding scheme selection, dynamic channel selection etc.

	Potential advantage
	Can achieve good performance with quality data. 
	Able to find patterns or general features of a dataset without labels.
	Can be used to solve very complex / non-convex problems without requiring labelled data.

	Potential complexity and overhead
	High overhead on training, e.g., data collection step, storage, pre-processing computing power, and overhead on air-interface for model information or inference data transfer. 
Issue of data privacy with raw data for non-Federated Learning approaches when user data is needed in training (Federated Learning eases the concern but models need to be exchanged among participating entities).
	For wireless applications, Unsupervised Learning usually integrates and works with other types of algorithms to complete the task. Depending on the other type of AI/ML model used, it may be more complex to ensure the performance of the overall algorithm.

	May take long time in training phase for the model to converge and it is challenging to ensure reliability/stability during training when it starts online directly.
May need to combine both offline training and online training.



Observation 1: There exist different algorithms and types of models in the field of AI/ML, and they are suitable for solving different problems with different complexities and with their own pros and cons. 
Proposal 1: Adopt the following criteria when comparing and selecting the AI/ML algorithm(s) for a specific use case: 
· Availability and cost of collecting training/inference data (e.g., labelled/unlabelled, the amount of data etc.), 
· Overheads on the air interface, 
· Storage and computation needs, and
· Security/privacy of user data in real deployment scenarios.

Functional Framework
The RAN3 project FS_NR_ENDC_data_collect defined a functional framework (as shown in Figure 1) which is general enough and can be reused as-is for RAN1 applications unless changes are necessary.
[image: ]
Figure 1. Functional Framework for RAN Intelligence

[bookmark: _Hlk100762551]The definitions of the functions are as follows.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
· Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required.
· Model Inference is a function that provides AI/ML model inference output (e.g., predictions or decisions). Model Inference function may provide Model Performance Feedback to Model Training function when applicable. The Model Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Actor is a function that receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
The definitions of data/information flows are as follows.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed as input for the AI/ML Model Inference function.
· Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function.
· Model Performance Feedback:  It may be used for monitoring the performance of the AI/ML model, when available.
· Output: The inference output of the AI/ML model produced by a Model Inference function.
· Feedback: Information that may be needed to derive training data, inference data or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
Note that this functional framework only defines logical functions; where these logical functions reside in the network is use case dependent.

[bookmark: _Hlk101772468]Observation 2: The functional framework defined in the RAN3 study is general enough and it can be adopted by RAN1 as well.  
Proposal 2: Reuse the functional framework defined in the RAN3 study for RAN1 applications as is. Revisions can be discussed where necessary. 

[bookmark: _Hlk101772512]High-level Principles

RAN3 project FS_NR_ENDC_data_collect [3] defined a list of high-level principles and we believe the following principles can be adopted by RAN1 as its high-level principles to start with (re-grouped by categories).
1. The study should focus on 
1.1. AI/ML functionality and corresponding types of inputs/outputs. 
1.2. The analysis of data needed at the Model Training function from Data Collection
1.3. The analysis of data needed at the Model Inference function from Data Collection
2. The following items should be studied per use case 
2.1. The input/output and the location of the Model Training and Model Inference function.
2.2. Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
2.3. The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
3. The following items should be considered out of scope of RAN1
3.1. The aspects of how the Model Training function uses inputs to train a model
3.2. The aspects of how the Model Inference function uses inputs to derive outputs
4. An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.
5. Functional framework and high-level procedures defined in this study phase should not prevent from “thinking beyond” them during normative phase if a use case requires so.
6. User data privacy and anonymization should be respected during AI/ML operation. 

In addition to the above, RAN3 also defined the following principle which we believe needs to be tailored for RAN1 applications.
· The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.
We believe for RAN1 applications, it may be necessary to study some aspects of AI/ML algorithms and models at least for some use cases. Therefore, we modified this specific principle as below.
· The detailed AI/ML architecture and model parameters should be implementation specific while other parts of the modelling aspects, for example, type of AI/ML model used (e.g., Convolutional Neural Network (CNN), or Recurrent Neural Network (RNN)) and the complexity of the model (e.g., number of parameters), may be discussed for the purpose of the study when needed.
On top of the above, we also propose adding the following high-level principles
· [bookmark: _Hlk100775658]The study on AI/ML for air interface should be based on the current RAN architecture without introducing new interfaces.
Only those principles that are applicable for RAN1 were discussed above. See [3] for the complete list of high-level principles from RAN3 Rel-17 study.  
Observation 3: The RAN3 study item on Enhancement of Data Collection has developed a set of high-level principles for the application of AI/ML to the wireless systems. Many of the principles can be adopted directly for RAN1 as its high-level principles while others can be modified, if needed, for RAN1 study.
Proposal 3: Adopt the RAN3-developed, high-level principles as listed in the above list (Item 1 to Item 6) in the RAN3 study. 
Proposal 4: Adopt high-level principle, “The detailed AI/ML architecture and model parameters should be implementation specific while other parts of the modelling aspects, for example, type of AI/ML model used (e.g., CNN, or RNN) and the complexity of the model (e.g., number of parameters), may be discussed for the purpose of the study when needed”.
Proposal 5: Adopt the high-level principle, “The study on AI/ML for air interface should be based on the current RAN architecture without introducing new interfaces”. 

Collaboration between UE and gNB
The topic of collaboration between UE and gNB has been discussed in RAN plenary meetings but consensus could not be reached. Here we try to define different collaboration levels based on the degree of standards impact. With this approach, we differentiate collaborations into four levels, as shown in Figure 2.

[image: ]
Figure 2. Different levels of collaboration between UE and gNB

At Level 0, there is no collaboration between UE and gNB; the application of AI/ML is purely implementation-based. AI/ML algorithms can be trained and/or used at either UE or gNB but there is no information exchanges between the two for AI/ML purpose; hence there is no impact to the standards.
At Level 1, existing air-interface is enhanced to allow the exchange of information to facilitate AI/ML operations, e.g., training and/or inference to enable the application of AI/ML on either gNB or UE. However, there is no model exchange between them.
[bookmark: _Hlk100908396]At Level 2: on top of Level 1, existing air-interface is further enhanced to allow the exchange of AI/ML models between UE and gNB. At this level, the model can be trained on one side of the network and be delivered to the other side for inference/execution. However, there is no joint AI/ML operation between the two sides.
At Level 3: on top of Level 2, joint AI/ML operations, e.g., model training and/or inference are allowed between UE and gNB (e.g., to facilitate federated learning algorithms or autoencoder-type of models). 

[bookmark: _Hlk101773520]Observation 4: There are various ways of defining collaboration levels between UE and gNB. For RAN1, it is beneficial to categorize the collaboration levels based on the potential impact to existing standards. 
[bookmark: _Hlk101981284]Proposal 6: Adopt a 4-level collaboration categorization between UE and gNB as below.
· Level 0: no collaboration, implementation-based approach on gNB and/or UE without any information exchange between the two for AI/ML purpose.
· Level 1: existing air-interface is enhanced to allow the exchange of information to facilitate AI/ML operations, e.g., training/inference, but no AI/ML model exchanges.
· Level 2: on top of Level 1, existing air-interface is further enhanced to allow the exchange of AI/ML models between UE and gNB. However, there is no joint AI/ML operation between the two sides.
· Level 3: on top of Level 2, joint AI/ML operations, e.g., model training and/or inference are involved between UE and gNB (e.g., to enable federated learning or autoencoder-type models).

Performance Evaluation
In this section, the following two aspects of performance evaluation are addressed.
· Should the overall performance be evaluated based on AI/ML model performance, system performance, or the combination of both?
· Should different AI/ML models be developed for different application scenarios, or one generalized AI/ML model be developed to fit all application scenarios? This topic is relevant as the corresponding solution complexity and impact to the standards may be different.
AI/ML model performance vs system performance
When applying AI/ML models to wireless systems, the performance of AI/ML models may only be part of the overall system performance. For example, depending on the design of the AI/ML system, a model may be able to make accurate predictions (e.g., traffic load of a gNB) but the system performance (e.g., network energy saved) may not be proportionally improved. On the other hand, directly using overall system performance may not be feasible for training the AI/ML model or for assessing the performance of the AI/ML model. Therefore, we believe for AI/ML systems, both AI/ML model performance and system performance should be evaluated for determining the overall performance. 
AI/ML Model performance evaluation
In wireless communication, AI/ML algorithms are typically designed to perform the task of classification, regression, or on-line iterative optimization. As the results or outputs are different across these tasks, the model performance evaluation metrics may also be different. In this section, we discuss common evaluation metrics for each task type briefly at the AI/ML model level. The definitions of these metrics and detailed explanations can be found in [7].
Classification metrics
Classification metrics are used to evaluate AI/ML algorithm performance for classification tasks, which involves predicting a discrete class label while the input can be real-valued or discrete variables. Even though there are many suitable metrics, the most popular ones for classification problems, either binary or multi-class, are accuracy ratio, precision, recall and F1 score. 
· Accuracy ratio can be used to measure the percentage of correct predictions out of the total number of samples. 
· Precision can be used measure the percentage of positive instances out of the total predicted positive instances. 
· Recall measures the percentage of positive instances out of the total actual positive instances. 
· F1 score combines the contribution of both precision and recall, making it possible to evaluate the performance with one metric.
Regression metrics
Regression metrics are used to evaluate AI/ML algorithm performance for regression tasks. Unlike classification task which classifies input into a discrete class label, regression task involves predicting continuous numbers.  Given the difference in the output types, different metrics are used to evaluate regression performance. Popular metrics include Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE), normalized Mean Square Error (NMSE), Coefficient of Determination (commonly called R-squared), Adjusted R-squared.
Metrics for online iterative optimization
Unlike classification or regression task, for which AI/ML model is trained using labelled data, online iterative optimization task leveraging reinforcement learning typically doesn’t have labels to train the AI/ML model in advance, thus separate set of metrics must be used in evaluating the performance of AI/ML-based algorithms. For iterative optimization tasks, typically, a reinforcement learning (RL)-type of technique can be leveraged. One of the most important concerns in utilizing RL is its usability or reliability/stability in addition to its final performance or average optimization performance across iterations/runs. To measure reliability, metrics quantifying performance dispersion and risk are typically used.
In addition to the above, other important metrics to consider when leveraging AI/ML-based algorithms include complexity of the algorithms, overhead/cost associated with training and inference, as well as resource requirements.

System performance evaluation
System-level performance evaluation should be done based on the problems the AI/ML model tries to address, and hence should be use case dependent. For example, for the CSI feedback enhancement use case, the system level performance metric may be the level of overhead reduced, e.g., bits exchanged between the air-interface, and/or network throughput. Please refer to our contributions [4][5][6] for different performance metrics for use cases of CSI feedback enhancement, beam management and positioning accuracy enhancements, respectively.
From the above discussion, we can see that two sets of KPIs are needed for performance evaluation; one set is used to ensure that the AI/ML model performs correctly and accurately, and the other set is used to verify that the overall performance goal of the use case can be achieved. Figure 3 illustrates the AI/ML model training and testing process for a specific use case and how the two sets of KPIs cooperate to achieve the final goal.


[image: ]
Figure 3. Procedures involved in AI/ML-based solutions 

Observation 5: When applying AI/ML models to wireless systems, the performance of AI/ML models themselves needs to be evaluated in addition to the performance of the system that the AI/ML-based algorithms try to improve.
Proposal 7: In addition to system or network level performance, include evaluation metrics from AI/ML modeling perspective to assess the performance of AI/ML model(s) for the identified use cases in the study.

Scenario-based approach vs generalized approach
Unlike analytics-based method, AI/ML-based approach is data-driven and there are different characteristics we need to consider before discussing the evaluation methodology and KPIs for a specific use case.
Typically, data used for training an AI/ML model should be close to the deployment scenario for which the model will be used, and data/observations used in the testing phase is also drawn from the same distribution as the training data. In some cases, it may be costly to build and deploy different models for different scenarios; instead, a generalized AI/ML model can be trained using data collected from various scenarios and this generalized model can work in multiple deployment scenarios.  Thus, we believe the Rel-18 study needs to consider/include the following:
· For each (sub) use case, discuss whether a scenario-based modelling/training approach is expected, or a generalized modelling/training approach is preferred, or both should be supported. 
· Based on the above, discuss how the training/testing data should be generated. In the case that a generalized model is expected to support multiple scenarios, also discuss whether the testing data will be generated from the same scenario(s)/distribution as the training data, or it will be generated from different scenarios (in this case, the model trained using data from one scenario (or few scenarios) / distribution should generalize to another scenario or multiple scenarios during the inference / testing phase). 
Observation 6: For a given use case, AI/ML-based approach can be designed as a scenario-specific solution, or as a generalized solution across multiple scenarios.  
Proposal 8: Discuss the following aspects in the Rel-18 study for each selected (sub) use case: 
· Scenario-based vs. generalized AI/ML model training/inference
· Data generation methodology for scenario-based vs. generalized AI/ML modelling approach
· In the case of generalized modelling, further discuss whether the testing data is generated from scenarios different than the scenarios from which the training data is generated.

[bookmark: _Hlk101773622]AI/ML Datasets
As AI/ML-based approaches are data-driven, it is important to discuss various datasets used in AI/ML algorithm development process and their roles first. For AI/ML model training and performance evaluation, typically, the full dataset is split into two categories, training dataset and testing dataset, based on the stage of model development they will be used.
At the training stage, the overall training datasets will be further divided into training dataset and validation dataset.
· Training dataset: A training dataset is a set of data samples used during the learning process and is used to fit the AI/ML model parameters, e.g., weights when using neural network (NN). 
· Validation dataset: A validation dataset is a set of data samples used to tune the hyperparameters of the AI/ML model. Examples of AI/ML model hyperparameters for XGBoost include booster to use, maximum depth, minimum split loss, etc. Examples of AI/ML model parameters for convolutional neural network (CNN) include learning rate, kernel and stride shape, activation function, etc. 
The datasets to be used at the testing stage are testing datasets.
· Testing dataset: A test dataset is a dataset that is independent of the training dataset and validation dataset (i.e., the samples in the test dataset are unseen during either the training or validation phase), but that follows the same probability distribution as the training dataset and validation dataset. In the scenario where both validation and test datasets are used, the test dataset is typically used to assess the final model that is selected during the validation process. A test set is a set of samples used only to assess the performance (i.e., generalization) of a fully specified AI/ML model.
Figure 3 illustrates how a full dataset is split into training, validation, and testing datasets.

[image: ]
Figure 3. Splitting of a full dataset into training, validation, and testing datasets

There are different methods for splitting the datasets. While the common ratios used are 80:20 or 70:30 between training and testing (also between training and validation inside the training dataset), how to split the data can be left as implementation decision.
[bookmark: _Hlk101773648]Observation 6: AI/ML-based algorithms use different datasets for training and testing purpose. Training dataset is used to fit the AI/ML model parameters while testing dataset is used to assess the performance of a fully specified AI/ML model. During the training phase, training dataset may be further split into training set and validation set, which is used to tune the AI/ML model hyperparameters.
Proposal 9: For each use case, use two different datasets, one for training and the other one for testing. The overall training dataset may be further split into training and validation datasets. 
Proposal 10: To facilitate comparison across different AI/ML based approaches, use common dataset(s) for training, and use common dataset(s) for testing that contain(s) samples unseen during the training and validation steps for each identified use case.
[bookmark: _Hlk99709641]Conclusions
In this contribution, we present our views on common AI/ML characteristics and operations, covering typical AI/ML types and their applications to wireless systems, functional framework, high-level principles, collaboration between UE and gNB, performance evaluation and AI/ML Datasets. Based on the discussions in the previous sections, our observations and proposals are as follows.  
Typical AI/ML types and their applications in wireless systems:
Observation 1: There exist different algorithms and types of models in the field of AI/ML, and they are suitable for solving different problems with different complexities and with their own pros and cons. 
Proposal 1: Adopt the following criterion when comparing and selecting the AI/ML algorithm(s) for a specific use case: 
· Availability and cost of collecting training/inference data (e.g., labelled/unlabeled, the amount of data etc.), 
· Overheads on the air interface, 
· Storage and computation needs, and
· Security/privacy of user data in real deployment scenarios.

Functional Framework:
Observation 2: The functional framework defined in the RAN3 study is general enough and it can be adopted by RAN1 as well.  
Proposal 2: Reuse the functional framework defined in the RAN3 study for RAN1 applications as is. Revisions can be discussed where necessary.

High-level Principles:
Observation 3: The RAN3 study item on Enhancement of Data Collection has developed a set of high-level principles for the application of AI/ML to the wireless systems. Many of the principles can be adopted directly for RAN1 as its high-level principles while others can be modified, if needed, for RAN1 study.
Proposal 3: Adopt the RAN3-developed, high-level principles as listed in the above list (Item 1 to Item 6) in the RAN3 study. 
Proposal 4: Adopt high-level principle, “The detailed AI/ML architecture and model parameters should be implementation specific while other parts of the modelling aspects, for example, type of AI/ML model used (e.g., CNN, or recurrent NN) and the complexity of the model (e.g., number of parameters), may be discussed for the purpose of the study when needed”.
Proposal 5: Adopt the high-level principle, “The study on AI/ML for air interface should be based on the current RAN architecture without introducing new interfaces”. 

Collaboration between UE and gNB:
Observation 4: There are various ways of defining collaboration levels between UE and gNB. For RAN1, it is beneficial to categorize the collaboration levels based on the potential impact to existing standards. 
Proposal 6: Adopt a 4-level collaboration categorization between UE and gNB as below.
· Level 0: no collaboration, implementation-based approach on gNB and/or UE without any information exchange between the two for AI/ML purpose.
· Level 1: existing air-interface is enhanced to allow the exchange of information to facilitate AI/ML operations, e.g., training/inference, but no AI/ML model exchanges.
· Level 2: on top of Level 1, existing air-interface is further enhanced to allow the exchange of AI/ML models between UE and gNB. However, there is no joint AI/ML operation between the two sides.
· Level 3: on top of Level 2, joint AI/ML operations, e.g., model training and/or inference are involved between UE and gNB (e.g., to enable federated learning or autoencoder-type models).

Performance Evaluation:
Observation 5: When applying AI/ML models to wireless systems, the performance of AI/ML models themselves needs to be evaluated in addition to the performance of the system that the AI/ML-based algorithms try to improve.
Proposal 7: In addition to system or network level performance, include evaluation metrics from AI/ML modeling perspective to assess the performance of AI/ML model(s) for the identified use cases in the study.
Observation 6: For a given use case, AI/ML-based approach can be designed as a scenario-specific solution, or as a generalized solution across multiple scenarios.  
Proposal 8: Discuss the following aspects in the Rel-18 study for each selected (sub) use case: 
· Scenario-based vs. generalized AI/ML model training/inference
· Data generation methodology for scenario-based vs. generalized AI/ML modelling approach
· In the case of generalized modelling, further discuss whether the testing data is generated from scenarios different than the scenarios from which the training data is generated.

AI/ML Datasets:
Observation 6: AI/ML-based algorithms use different datasets for training and testing purpose. Training dataset is used to fit the AI/ML model parameters while testing dataset is used to assess the performance of a fully specified AI/ML model. During the training phase, training dataset may be further split into training set and validation set, which is used to tune the AI/ML model hyperparameters.
Proposal 9: For each use case, use two different datasets, one for training and the other one for testing. The overall training dataset may be further split into training and validation datasets. 
Proposal 10: To facilitate comparison across different AI/ML based approaches, use common dataset(s) for training, and use common dataset(s) for testing that contain(s) samples unseen during the training and validation steps for each identified use case.
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