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Introduction
In RAN#88e, study on support of reduced capability NR devices (NR-RedCap) for use cases such as industrial wireless sensors, video surveillance, and wearables was approved ‎[1]. One of the requirements for these three use cases, as described in ‎[1] is lower device cost and complexity as compared to high-end eMBB and URLLC devices of Rel-15/16. According to ‎[1], these three use cases also have specific requirements such as data rates, latency, battery lifetime, availability and reliability. 
Moreover, the SID includes the following objectives:
Study UE power saving and battery lifetime enhancement for reduced capability UEs in applicable use cases (e.g. delay tolerant) [RAN2, RAN1]: 
· Reduced PDCCH monitoring by smaller numbers of blind decodes and CCE limits [RAN1].
· Extended DRX for RRC Inactive and/or Idle [RAN2]
· RRM relaxation for stationary devices [RAN2]
In RAN1#101-e the following agreement was reached:
Agreements:
· Study the impact of BD and CCE limits reduction on power saving and PDCCH blocking probability (quantitatively) and impacts on latency and scheduling flexibility (at least qualitatively).

In this contribution, we discuss various aspects of PDCCH monitoring reduction with focus on power saving by smaller numbers of blind decodes and CCE limits.
PDCCH monitoring and blind decoding
Physical downlink control channel (PDCCH) carries downlink control information (DCI). PDCCH candidates are transmitted in control resource sets (CORESETs) which span over one, two, or three contiguous OFDM symbols over multiple resource blocks (RBs). A PDCCH candidate is carried by 1, 2, 4, 8 or 16 control channel elements (CCEs). Each CCE is composed of 6 resource element groups (REGs), and each REG is 12 resource elements (REs) in one OFDM symbol, as shown in Figure 1. 

[image: ]
[bookmark: _Ref30773719]Figure 1: An illustrative example of a CORESET.

In order to receive a DCI, the UE needs to blindly decode PDCCH candidates potentially transmitted from the network using PDCCH search spaces. A search space consists of a set of PDCCH candidates where each candidate can occupy one or multiple CCEs. The number of CCEs used for a PDCCH candidate is referred to as an aggregation level (AL) which in NR can be 1, 2, 4, 8, or 16. A higher AL provides higher coverage. For each AL, the UE may need to monitor multiple candidates. For example, the number of PDCCH candidates for Type0/Type0A/Type2 in common search space (CSS) is given in Table 1 ‎[2].
In NR, unlike LTE, the number of PDCCH candidates can be configurable for each aggregation level among {0, 1, 2, 3, 4, 5, 6, 8}, except for CSS of Type 0/0A (system information) and Type 2 (paging). 

[bookmark: _Ref30778040]Table 1: Number of candidates for Type0/Type0A/Type2 CSS.
	Aggregation level
	Number of PDCCH candidates

	4
	4

	8
	2

	16
	1




Blind decoding and CCE limits
A UE performs blind decoding as it does not have explicit information about DCI size, AL, and the PDCCH candidate. In general, the number of blind decodes (BD) depends on various factors such as the number of different DCI sizes, the number of ALs and the number of PDCCH candidates that need to be monitored for each AL. PDCCH monitoring may contribute to significant part of the UE power consumption. In order to limit the UE complexity and power consumption, there are limits on the number of blind decoding and the number of non-overlapping CCEs for each slot. For non-carrier aggregation (CA), the maximum number of BDs and CCEs per slot are provided in Table 2 ‎[2]. While Table 2 shows the maximum limit on the number of BD and CCEs for channel estimation, the number of BD and channel estimation which UE actually performs may be lower. In particular, for reduced BW UEs the actual number of BD and CCEs that require channel estimation can naturally decrease as typically smaller CORESETs (hence smaller number of PDCCH candidates and CCEs) are configured. 
[bookmark: _Ref31037505]Table 2: Blind decoding and CCE limits in NR.
	SCS [kHz]
	15
	30
	60
	120

	Max # BD per slot (in NR)
	44
	36
	22
	20

	Max # CCEs which require channel estimation per slot (in NR)
	56
	56
	48
	32



One way to reduce the power consumption due to PDCCH monitoring is to reduce the number of blind decoding attempts (i.e. PDCCH candidates processing). By faster completing the PDCCH decoding process, the UE can sooner enter the microsleep period. Therefore, blind decoding reduction can increase microsleep duration thus reducing UE power consumption. However, this limits scheduling flexibility and potentially increases latency and blocking probability. It should be noted that the power consumption depends on the number of blind decoding attempts which is actually performed by the UE, and not necessarily the maximum BD/CCE limits. In this regard, gNB can properly configure PDCCH candidates for RedCap UE to monitor to assist RedCap power saving once the UE capability is known to the network.

[bookmark: _Toc47636813]For Redcap UEs, the actual number of BD and CCEs that require channel estimation may naturally decrease due to the reduced BW and possibly not needing carrier aggregation.
[bookmark: _Toc47636814]The UE power consumption depends on the number of actually performed blind decoding, not necessarily the maximum limits.
[bookmark: _Toc47636815]To assist RedCap power saving, gNB can properly configure PDCCH candidates for the UE to monitor once the UE capability is known to the network. 

Power saving with BD/CCE reduction
Based on the UE power saving study in ‎[4] (TR 38.840, section 8.1.3), power scaling scheme for PDCCH candidates processing reduction is described as follows:
	- Scaling for the power reduction due to PDCCH candidates processing (e.g. AL/CCE/BD) reduction is modelled solely based on its effect on micro sleep portion of the PDCCH-only slot
- The UE power scheme should include the portion of PDCCH processing time reduction in accordance to PDCCH candidates (e.g. AL/CCE/BD) reduction
- Note: In the reference configuration, the first two symbols are PDCCH symbols
- For power scaling for PDCCH candidate reduction (for same slot scheduling only):

where  is the ratio of PDCCH candidates to the max number of PDCCH candidates in the reference configuration (). is the PDCCH-only power for same-slot scheduling.
- Reference configurations: 
· FR1 (30 kHz SCS): 2-symbol PDCCH, 36 blind decoding, maximum number of CCEs=56
· FR2 (120 kHz SCS): 2-symbol PDCCH, 20 blind decoding, maximum number of CCEs=32




Note that equation (1) shows the PDCCH-related power saving by reduced number of BD. The overall power saving by BD reduction depends on the scenario and the contribution of the PDCCH monitoring part (e.g. considering time percentage) on the total UE power consumption. In fact, the overall UE power saving by BD reduction can be less than the gain computed using equation (1). 
From equation (1), we can see that the UE power consumption depends on the number of BDs. The number of CCEs mainly affects the UE complexity. Therefore, we evaluate the power saving gain for various number of BDs compared to the reference cases in FR1 and FR2. 
Similar to TR 38.840 ‎[4], we consider the following reference cases to compute the power saving gain by reduced the number of BD/CCEs:
· FR1 (30 kHz SCS): 2-symbol PDCCH, 36 BDs, maximum number of CCEs=56
· FR2 (120 kHz SCS): 2-symbol PDCCH, 20 BDs, maximum number of CCEs=32

In Figure 2-4, we show the results for power saving by reduced number of BDs.
[image: ]
[bookmark: _Ref45905140]Figure 2: Percentage of power saving with BD reduction.
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[bookmark: _Ref45905159]Figure 3: Power saving vs. number of blind decoding attempts compared to FR1 baseline with 30 kHz SCS.
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[bookmark: _Ref45905125]Figure 4: Power saving vs. number of blind decoding attempts compared to FR2 baseline with 120 kHz SCS.

[bookmark: _Toc47636816]The overall UE power saving by BD reduction is less than the gain computed using equation (1) [from TR 38.840, 8.1.3, power scaling for PDCCH candidate reduction]. The overall power saving by BD reduction depends on the contribution of the PDCCH-only part (e.g., considering time percentage) on the total UE power consumption. 
[bookmark: _Toc47636817]The maximum achievable power saving by reducing the number of blind decoding attempts to 1 is less than 29% (compared to FR1 baseline) and is less than 28% (compared to FR2 baseline). 
[bookmark: _Toc47636818]The power saving gain by reducing the number of BD by half is less than 15%.

[bookmark: _Ref45816396]Impact of BD reduction on blocking probability 
In order to evaluate the impact of BD reduction on blocking probability, we consider multiple reduced search space cases which have smaller number of PDCCH candidates compared to a baseline. PDCCH blocking probability is defined as the probability all PDCCH candidates scheduled for a UE are blocked (or overlapped) by candidates used by other UEs. That is, blocking probability is the ratio between the number of the blocked UEs over the number of all UEs that need to be scheduled. 
Note that blocking probability depends on various factors such as number of UEs which need to be scheduled (this may depend on the traffic), CORESET size (i.e., number of CCEs), number of PDCCH candidates, and PDCCH link performance/coverage (which affects the required AL). Details of parameters for blocking probability analysis are provided in the following tables.
[bookmark: _Ref45905521]Table 3: Parameters for blocking probability analysis (FR1).
	ALs
	[1, 2, 4, 8, 16]

	Number of PDCCH candidates for each AL
	· Reference case (FR1): [6, 5, 4, 2,1]
· Case 1: [4, 3, 2, 2, 1]
· Case 2: [3, 2, 2, 1, 1]
· Case 3: [2, 1, 1, 1, 1]

	Number of BDs (when monitoring two different DCI sizes)
	· Reference case (FR1): 36
· Case 1: 24
· Case 2: 18
· Case 3: 12

	Probability of selecting each AL
	[0.4, 0.3, 0.2, 0.05, 0.05]

	Number of UEs
	4



[bookmark: _Ref45905484]Table 4: Parameters for blocking probability analysis (FR2).
	ALs
	[1, 2, 4, 8, 16]

	Number of PDCCH candidates for each AL
	· Reference case (FR2): [4, 3, 1, 1, 1]
· Case 1: [3, 1, 1, 1, 1]
· Case 2: [2, 1, 1, 1, 1]
· Case 3: [1, 1, 1, 1, 1]

	Number of BDs (when monitoring two different DCI sizes)
	· Reference case (FR2): 20
· Case 1: 14
· Case 2: 12
· Case 3: 10

	Probability of selecting each AL
	[0.4, 0.3, 0.2, 0.05, 0.05]

	Number of UEs
	4



It should be noted that in the above tables, the values for probability of selecting each AL is an assumption for this evaluation. The values can vary with scenarios (different PDCCH coverage for different use cases, e.g., macro, local indoor, number of UE Rx antennas, etc.).
Figure 5 shows the blocking probability versus CORESET size (in terms of the total number of CCEs) for FR1 baseline (36 BDs) and three cases with reduced BDs, corresponding to Table 3. 
Similarly, Figure 6 shows the blocking probability versus CORESET size (in terms of the total number of CCEs) for FR2 baseline (20 BDs) and three cases with reduced BDs, corresponding to Table 4.
[image: ]
[bookmark: _Ref45905344]Figure 5: Blocking probability corresponding to Table 3.
[image: ]
[bookmark: _Ref45905436]Figure 6: Blocking probability corresponding to Table 4.

In Table 5 we summarize the impact of BD reduction by half (e.g., from 36 to 18) on the blocking probability and power saving. By reducing the number of BDs by half, up to 15% power saving gain can be achieved at the cost of increasing the blocking probability by factor of up to 1.9 (FR1) and 2.3 (FR1). Clearly, while the power saving gain is not large, the impact on the blocking probability can be significant.

[bookmark: _Ref45885827]Table 5: Impact of BD reduction by half.
	CORESET size (total number of CCEs
	Increase in blocking probability (FR1)
	Increase in blocking probability (FR2)
	Power saving gain

	16
	From 9% to 11% (increase factor: 1.22)
	From 10.5% to 20% (increase factor: 1.9)
	Less than 15%

	24
	From 2.8% to 5.4% (increase factor: 1.9)
	From 5% to 12% (increase factor: 2.3) 
	Less than 15%



[bookmark: _Toc47636819]The impact of blind decoding reduction on the blocking probability can be severe. 
[bookmark: _Toc47636820]Based on the parameters in Table 3 for FR1, the average blocking probability can increase from 2.8% to 5.4% (increase by a factor of 1.9) when reducing the BD limit by half.
[bookmark: _Toc47636821]Based on the parameters in Table 4 for FR2, the average blocking probability can increase from 5% to 12% (increase by a factor of 2.3) when reducing the BD limit by half.
[bookmark: _Toc46919261][bookmark: _Toc46925339][bookmark: _Toc47636822]The UE power saving achieved by BD reduction is not significant. While the power saving by reducing BD to half is less than 15%, the blocking probability can increase by factor of 2. 
[bookmark: _Toc47015144][bookmark: _Toc47015744][bookmark: _Toc47298362][bookmark: _Toc47444844][bookmark: _Toc47525318][bookmark: _Toc47525727]
Impact of BD reduction on latency and scheduling flexibility 
As discussed in Section ‎2.3, reducing the BD limit can increase the PDCCH blocking probability. In this case, a UE is not able to be scheduled and hence it needs to wait until the next PDCCH opportunity. Therefore, a higher blocking probability due to a smaller BD limit results in a higher latency as well as negative impact on energy efficiency. 
In addition, while reducing the number of PDCCH candidates is beneficial for the UE from blind decoding perspective, this limits the scheduling flexibility. In particular, the gNB may not be able to efficiently multiplex different UEs for PDCCH transmissions. For example, assume that a gNB needs to schedule PDCCH for two UEs (UE 1 and UE 2) within a CORESET consisting of 8 CCEs, as illustrated in Figure 7. Consider the following cases:
· Case A: UEs can be configured with two PDCCH candidates of AL 4 (Candidates 1 and 2).
· Case B: UEs can be configured with only one candidate of AL 4. UE 1 monitors Candidate 1 and UE 2 monitors Candidate 2.
· Case C: UEs can be configured with only one candidate of AL 4. Both UEs only monitor Candidate 1.

In Case A, gNB can simultaneously schedule UE 1 with PDCCH Candidate 1, and UE 2 with Candidate 2. Alternatively, gNB has the flexibility to schedule UE 1 with Candidate 2 and UE 2 with Candidate 1. 
In Case B, gNB must schedule UE 1 with PDCCH Candidate 1, and UE 2 with Candidate 2, which is less flexible compared to Case A.
However, in Case C, gNB can only schedule one of the UEs (e.g., UE1) with PDCCH AL 4. Hence, gNB either does not schedule PDCCH for another UE (UE 2), or it must use a PDCCH candidate with a smaller AL (e.g., 1 or 2) not overlapping with that of used for UE 1. Clearly, reducing UE blind decoding capabilities will limit the scheduling flexibility and efficient multiplexing.    
[image: ]
[bookmark: _Ref45820059]Figure 7: A CORESET with 8 CCEs.


[bookmark: _Toc47636823]Reduction of BD and CCE limits increases PDCCH blocking probability as well as latency. Moreover, it restricts scheduling flexibility and efficient multiplexing for scheduling multiple UEs. 
[bookmark: _Toc47636828]RAN1 does not recommend reduction of existing Rel-15 BD and CCE limits for RedCap for the purpose of power saving. 

While BD reduction can provide some power saving gain with significant impact on blocking probability and scheduling flexibility, increasing the PDCCH monitoring periodicity can be a viable power saving technique for RedCap. The PDCCH monitoring periodicity can be set via RRC search space configuration ‎[3], as will be discussed next. 
PDCCH monitoring periodicity 
The PDCCH monitoring occasions can be determined from the search space parameters monitoringSlotPeriodicityAndOffset and monitoringSymbolsWithinSlot, which identify the PDCCH monitoring periodicity, the PDCCH monitoring offset, and the PDCCH monitoring symbol within a slot. Within the RRC search space configuration ‎[3], the PDCCH monitoring periodicity can be set for UE specific search space and Type3-PDCCH common search space. One way to reduce Redcap UE power consumption is to increase the periodicity of PDCCH monitoring. Different monitoring periodicities can be configured in the search space, such as monitoring in every 1, 2, 4, 5, 8, or 10 slots. As a result, the UE can be configured to monitor PDCCH less frequently within a given time period. Increasing the PDCCH monitoring periodicity will in turn increase the latency. Therefore, the suitable range of PDCCH monitoring periodicity in search space configuration should be determined based on the Redcap requirements (in particular latency). The latency requirement of Redcap depends on the use case. According to ‎[1]:
· For industrial sensors, the requirement for end-to-end latency is less than 100 ms; but for safety related sensors, latency requirement is lower, 5-10 ms.
· For video surveillance latency requirement is less than 500 ms.

In RRC search space parameters, the possible PDCCH monitoring periodicities are ‎[3]: {1, 2, 4, 5, 8, 10, 16, 20, 40, 80, 160, 320, 640, 1280, 2560} slots. With these values, suitable ranges for the PDCCH monitoring periodicity can be considered based on the RedCap latency requirements. For instance, a 10-slot monitoring periodicity might be enough to meet the 100 ms latency. 

[bookmark: _Toc47636824]UE power consumption can already be reduced by increasing the PDCCH monitoring periodicity which can be set within the search space. 
[bookmark: _Toc47636825]UE power saving achieved by increasing the PDCCH monitoring period is typically higher than that of by blind decoding reduction.
[bookmark: _Toc47636826]The range of PDCCH monitoring periodicity depends on the use case and latency requirements.
[bookmark: _Toc47636827]The existing values of PDCCH monitoring periodicities are suitable for satisfying different Redcap latency requirements. 
[bookmark: _Toc40449840][bookmark: _Toc40450099][bookmark: _Toc40450152][bookmark: _Toc39860869][bookmark: _Toc40128900][bookmark: _Toc40100762][bookmark: _Toc40100779][bookmark: _Toc40180346][bookmark: _Toc40280326][bookmark: _Toc40281620][bookmark: _Toc39860870][bookmark: _Toc40128901][bookmark: _Toc40100763][bookmark: _Toc40100780]
Conclusion
In the previous sections, we have discussed various aspects of Redcap PDCCH considering UE power saving as well as relevant coverage compensation schemes for PDCCH. In particular, we made the following observations: 
Observation 1	For Redcap UEs, the actual number of BD and CCEs that require channel estimation may naturally decrease due to the reduced BW and possibly not needing carrier aggregation.
Observation 2	The UE power consumption depends on the number of actually performed blind decoding, not necessarily the maximum limits.
Observation 3	To assist RedCap power saving, gNB can properly configure PDCCH candidates for the UE to monitor once the UE capability is known to the network.
Observation 4	The overall UE power saving by BD reduction is less than the gain computed using equation (1) [from TR 38.840, 8.1.3, power scaling for PDCCH candidate reduction]. The overall power saving by BD reduction depends on the contribution of the PDCCH-only part (e.g., considering time percentage) on the total UE power consumption.
Observation 5	The maximum achievable power saving by reducing the number of blind decoding attempts to 1 is less than 29% (compared to FR1 baseline) and is less than 28% (compared to FR2 baseline).
Observation 6	The power saving gain by reducing the number of BD by half is less than 15%.
Observation 7	The impact of blind decoding reduction on the blocking probability can be severe.
Observation 8	Based on the parameters in Table 3 for FR1, the average blocking probability can increase from 2.8% to 5.4% (increase by a factor of 1.9) when reducing the BD limit by half.
Observation 9	Based on the parameters in Table 4 for FR2, the average blocking probability can increase from 5% to 12% (increase by a factor of 2.3) when reducing the BD limit by half.
Observation 10	The UE power saving achieved by BD reduction is not significant. While the power saving by reducing BD to half is less than 15%, the blocking probability can increase by factor of 2.
Observation 11	Reduction of BD and CCE limits increases PDCCH blocking probability as well as latency. Moreover, it restricts scheduling flexibility and efficient multiplexing for scheduling multiple UEs.
Observation 12	UE power consumption can already be reduced by increasing the PDCCH monitoring periodicity which can be set within the search space.
Observation 13	UE power saving achieved by increasing the PDCCH monitoring period is typically higher than that of by blind decoding reduction.
Observation 14	The range of PDCCH monitoring periodicity depends on the use case and latency requirements.
Observation 15	The existing values of PDCCH monitoring periodicities are suitable for satisfying different Redcap latency requirements.

Based on the discussion in the previous sections we provided the following proposal:
Proposal 1	RAN1 does not recommend reduction of existing Rel-15 BD and CCE limits for RedCap for the purpose of power saving.

[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref510504022][bookmark: _Ref510814820][bookmark: _Ref174151459][bookmark: _Ref189809556]References
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Reference case (FR2): 20 BDs
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