1. Important issues and results

Here are important results from simulation.

1) The simulation results show that the performances at high vehicle speeds are “worst case”. And cell search performance of CPM is superior to that of 3GPP scheme at the worst case.

2) 3GPP scheme is much more degraded than CPM scheme at the lower SNRs and higher vehicle speeds.

3) In the worst case, 3GPP scheme requires more SCH power loading than CPM scheme to have equal cell search performance

The followings are the important issues when we compare CPM and 3GPP scheme

Worst case coherent 2nd stage of 3GPP scheme : The coherent 2nd stage of 3GPP scheme has a potential problem especially target neighbor cell search case for soft handover. If the slot timing of any adjacent cells coincides and the power of the target cell is smaller than that of home cell, then the search of adjacent cell would probably be difficult due to serious channel estimation error. These problematic situations cannot be detected through link level simulations.

Higher Chip rates : The storage requirement and the complexity of 2nd step operation of CPM scheme does not depend on the chip rates. However, the storage requirement of current 3GPP cell search scheme is linearly increase with chip rates and the complexity of 2nd stage should increase.

The performances at high vehicle speeds are “worst case” : Note that one of the important issues is the operability and performance of the scheme in the lower SNR environment. The simulation results show that the 3GPP scheme is much more degraded in performance than CPM scheme at the lower SNRs and higher vehicle speeds. So, CPM scheme is more robust than 3GPP scheme in the poor channel conditions usually encountered in the real environment.

Target neighbor cell search : The initial cell searches are, in general, fulfilled only when the mobile station is powered on, whereas the target cell searches are done during mobile idle or active mode where the mobile station exists most of time. To be specific, the initial cell search is estimated to occur, at most, a few times a day, while the target cell search is to occur several tens or hundreds of times a day. It means that, when it comes to the overall power consumption of mobile station, reduction of target cell search time is the dominant factor and the initial cell search accounts for a trivial portion. This manifests that the performance of target cell search is the critical factor and is even more important than that of initial cell search. The procedure for target neighbor cell search should be defined obviously 

Operating point of initial cell search: Since the worst case is the target cell search, the operator should determined the power loading of SCH to get a reasonable performance in target cell search. We found that the reasonable value of power loading is 10 % of total power. With this power loading the average initial cell search time is less than 100 msec with 97% of confidence. Therefore, the initial cell search is not a big issue and we can achieve this performance with L = 2 case.

System Level Simulation : The link level simulation has limitations in showing the performance in the real operating environment. In the current link level simulation, multiple long code groups are searched all at once in the target cell search. In the multi-cell, multi-path environment, this condition may cause a problem that a cell with signal 3 to 6 dB less than the home cell signal may not be detected. To sum up, link level simulation cannot reveal all the aspects of two schemes, so the system level simulation is highly recommended.

2. Cell Search Procedure

2.1 Cell Search procedure for CPM scheme

In the CPM receiver, cell search procedure consists of three stages: (1) matched filtering (identifying possible FSC positions), (2) RS code decoding (long code group and frame timing identification), and (3) long code identification. Figure 1 illustrates the cell search procedures in the CPM based scheme. Every 10 msec, the stage 1 process gives L candidates for further verification in stage 2. Stage 2 takes the candidates from stage 1 and runs for 10 msec. At the end of the 10 msec of stage 2, the receiver selects M decision variables for each candidate (M<<512). And this MxL stage 2 candidates are more verified over 10 to 30 msec. We call this stage as “extended stage 2” and it is represented as stage 2E, hereafter. This stage 2E reduces the stage 2 word error probability and enables stage 3 to have duty factor of 0.33 without performance loss compared to the case of duty factor of 1. At time 50 msec, 3 stage 2E processes finish and give the best candidate for verification in stage 3. Stage 3 runs for 10 msec. If the false alarm is detected in stage 3, then above procedure is repeated as shown in figure 1.

The main difference of this receiver algorithm compared to the previously proposed receiver algorithm for CPM scheme (in Tdoc 006/99) is duty factor of stage 2 and stage 3. The stage 2 duty factor is reduced to “1” from “2” so that the number of operation and memory size for  stage 2 are reduced to 1/2 compared to that of previous algorithm. In addition, the stage 3 duty factor is reduced to “0.33” from “1” so that the number of operation for stage 3 is reduced to 1/3 compared to that of previous algorithm. In the following chapter, we explain the complexity of this algorithm in detail.
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Figure 1 Cell search procedures in the CPM scheme.

2.2 Cell search procedure for 3GPP scheme

In the 3GPP scheme, cell search consists of three stages: (1) matched filtering (slot boundary detection), (2) RS code decoding (long code group and frame timing identification), and (3) long code identification. Figure 2 illustrates the cell search procedures in the 3GPP scheme. At time 30 msec, stage 2 starts running by using the slot boundary suggested at the time by the stage 1 process. At time 50 msec stage 2 finishes and gives the best candidate for verification in stage 3. Stage 3 runs for 10 msec. If the metric in stage 3 fails to pass a predetermined threshold, stage 2 will be reinitiated by taking the slot boundary candidate suggested by the stage 1 process at time 60 msec.
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Figure 2. Time chart of the long code acquisition in the 3GPP scheme.

3. Simulation condition 

The following conditions and assumptions are used in our link level simulation.

1. No over-sampling (K = 1) and optimal sampling time.
2. Flat fading channel.
3. 3 km/hr and 60 km/hr vehicle speed.

4. No frequency error.
5. Coherent detection is used for the 3GPP case. Vector alpha is {1}.
6. Interference is modeled as additive white Gaussian noise.

7. No quantization is applied to the received signal.

8. For the initial cell search case, 32 long code groups are assumed.
10. For the target cell search case, 10 long code groups are assumed.

11. Because stage 3 is exactly the same for both schemes, ideal stage 3 is assumed.
12. In the 3GPP scheme, the power allocations for FSC and SSC are the same.

The SNR is defined as the ratio between the synchronization channels and the total interference.
For the CPM based scheme,

SNRCPM = PFSC/I.
And for the 3GPP scheme

SNR3GPP = (PFSC + PSSC)/I.
4. Simulation results

4.1 Initial cell search 
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We considered two cases where the vehicle speeds are 5 km/hr and 60 km/hr respectively. Figure 3 shows the performance comparison of two schemes when vehicle speed is 5 km/hr. We can notice from the figure that the performances of 3GPP scheme is almost the same as CPM scheme for L of 4. When vehicle speed is 60 km/hr, however, as shown in figure 4, CPM scheme has better performance than 3GPP scheme. 3GPP scheme is much more degraded than CPM scheme at the lower SNR. We can notice that the average cell search time of 3GPP scheme is almost twice that of CPM scheme at the low SNR and high speed. This means that CPM scheme is more robust than 3GPP scheme in the poor channel conditions usually encountered in the real environment.

Figure 3. Comparison of cell search performance between CPM and 3GPP based schemes

        (Initial cell search)
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Figure 4. Comparison of cell search performance between CPM and 3GPP based schemes

        (Initial cell search)

4.2 Target cell search 

Target cell search is more important than the initial cell search in terms of mobile station power consumption as well as for seamless handover. Target cell search is performed several tens or hundreds of times a day, whereas initial search is done, at most, a few times a day, It means that, when it comes to the overall power consumption of mobile station, reduction of target cell search time is more important. In addition, handover situation frequently occurs not when the mobile speed is lower but when that is higher. So it is more important to reduce the cell search time for the high vehicle speed. Figure 5 and 6 show the target cell search performance of both scheme at the vehicle speed of 5 and 60 km/hr respectively.
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Figure 5. Comparison of cell search performance between CPM and 3GPP based schemes

        (Target Cell Search: Number of Group :10)
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Figure 6. Comparison of cell search performance between CPM and 3GPP based schemes

        (Target Cell Search: Number of Group :10)

5. Complexity

The complexity of stage 1 and 3 are the same for both CPM and 3GPP schemes. So we only deal with the complexity of stage 2.

5.1 Initial Search

< CPM >

Let 
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 be the complexity of stage 2, and stage 2E for 3 frames respectively. There are three stage 2 processes over three frames.
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For stage 2 process, we have 
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 stage 1 candidates per frame and 
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 decision variables per candidate, where 
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 is 512. In stage 2 the addition of decision variable starts from the next code position of the hypothesis, and 15 additions are executed over 16 slots. To select 
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Stage 2E process follows stage 2 with 
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 decision variables. There are three stage 2E processes, each spanning 30, 20, and 10 msec over 3 frames, and 
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The memory requirement of CPM scheme is 
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< 3GPP >

The complexity of stage 2 of 3GPP scheme, 
[image: image18.wmf]fr

I

GPP

C

3

2

,

,

3

, can be expressed by the following equation.
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In the above equation 
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 is for calculating correlations with SSC sequences over 2 frames and 
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 operations we get the group code for stage 3. Chip rates can be expressed as integer multiples of 4.096 Mcps like 
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Finally, we have the following equation for the complexity of stage 2 of 3GPP scheme.
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The memory requirement of 3GPP scheme is 
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5.2 Target Search

< CPM >

In the case of target cell search group codes of neighbor cells are given as a priori information. Therefore, the ambiguity of stage 2 is reduced, i.e. the number of decision variables reduced from 
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 equals to the number of group codes in the neighbor list,
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For stage 2E the complexity equation can be obtained by substituting 
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The required memoy for CPM scheme (target search) is
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< 3GPP >

There is no big difference in the expression of complexity between initial search and target search.
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Only 
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 was replaced by 
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 in the above equation. 
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 also can be rephrased in terms of number of group code in the neighbor list.
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The memory requirement is the same as that of initial cell search case.

Table 1 and 2 show the complexity and memory requirment for some parameters, respectively.

Assumption 
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                    Table 1. Complexity comparison
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                Table 2 : Memory requirement comparison
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5. Conclusion


In this report, the complexity, memory requirement, and performance of the CPM and 3GPP scheme are evaluated. Simulation results shows that the 3GPP scheme is much more degraded in performance than CPM scheme at the lower SNRs and higher vehicle speeds. So, CPM scheme is more robust than 3GPP scheme in the poor channel conditions usually encountered in the real environment. And the performance of CPM scheme is not sensitive to the vehicle speed and SNR. Therefore, in the point of mobile operator 3GPP scheme is very hard to design cell structure and to assign SCH power loading because of worst case condition at which SNR is low and vehicle speed high. Also, in the point of user terminal, the battery life and standby time can be extended by using CPM scheme because the average cell search time of 3GPP scheme is almost two times than CPM scheme. 

And we should consider forward and backward compatibility with 8MHz and 16 MHz system. With current 3GPP scheme, the complexity of receiver structure linearly increases with chip rate but with CPM scheme the complexity does not increase with chip rate.


So the CPM scheme is superior to the current 3GPP scheme in the following points.

· Cell search performance

· Receiver complexity

· Immunity to the various vehicle speed

· Backward and forward compatibility for the 8MHz and 16 MHz chip rates

· Longer battery life 

· More standby time

· Easy cell planning

· Efficient target neighbor cell search

· Fast handover

Thus, we recommend CPM scheme to be included in 3GPP standard.

� EMBED Word.Picture.8  ���








[image: image73.wmf]-26

-25

-24

-23

-22

-21

-20

-19

0

100

200

300

400

500

600

700

800

900

1000

Target Cell Search

Avg. searching time (msec)

snr (dB)

M=5 (for CPM)

a

3

 = 0.33 for both scheme

3GPP : 30ms/20ms/10ms

CPM : 10ms/(10+X)ms/10ms

V = 5 km/hr

F = 2GHz

 : 3GPP

 : CPM (L=4)

 : CPM (L=8)

_983456592.unknown

_983490316.unknown

_983495757.unknown

_983496807.unknown

_983496933.unknown

_983708440.unknown

_983708514.unknown

_983708482.unknown

_983708413.unknown

_983496918.unknown

_983496927.unknown

_983496904.unknown

_983496820.unknown

_983495780.unknown

_983496136.unknown

_983493744.unknown

_983494647.unknown

_983494701.unknown

_983494715.unknown

_983494686.unknown

_983494257.unknown

_983493707.unknown

_983469649.unknown

_983490110.unknown

_983490290.unknown

_983470031.unknown

_983490083.unknown

_983469778.unknown

_983456635.unknown

_983456644.unknown

_983458555.unknown

_983456620.unknown

_983453083.unknown

_983453146.unknown

_983453235.unknown

_983453239.unknown

_983453240.unknown

_983453552.unknown

_983453237.unknown

_983453233.unknown

_983453234.unknown

_983453232.unknown

_983453230.unknown

_983453099.unknown

_983453109.unknown

_983453116.unknown

_983453105.unknown

_983453091.unknown

_983453095.unknown

_983453087.unknown

_983452943.unknown

_983453061.unknown

_983453073.unknown

_983453078.unknown

_983453068.unknown

_983453014.unknown

_983453056.unknown

_983453001.unknown

_983452912.unknown

_983452924.unknown

_983452928.unknown

_983452919.unknown

_983452814.unknown

_983452841.unknown

_983452804.unknown

_983452810.unknown

_983438801.unknown

_983390327.doc


stage 1







stage 1







stage 1







stage 2







stage 3







stage 2







stage 3







   30 msec







.  .  .












