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<< Unchanged sections omitted >>
F.3.3	Measurement of receiver
Table F.3.3-1: Derivation of Test Requirements (Receiver tests)
	Sub clause
	Test Tolerance (TT)
	Formula for test requirement

	7.4 Maximum input level
	Same as clause 7.4 in TS 38.521-1 [2] for FDD band with f ≤ 3GHz.

	Maximum input level - TT

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



[bookmark: _Toc27478797][bookmark: _Toc36227511]Annex H (normative):
Statistical Testing

[bookmark: _Toc27478798][bookmark: _Toc36227512]H.1	General
This annex specifies mapping throughput to error ratio, pass fail limits and pass fail decision rules that are needed for measuring average throughput for a duration sufficient to achieve statistical significance for testing receiver characteristics.
[bookmark: _Toc27478799][bookmark: _Toc36227513]H.2	Statistical testing of receiver characteristics
[bookmark: _Toc27478800][bookmark: _Toc36227514]H.2.1	General
The test of receiver characteristics is twofold.
1.	A signal or a combination of signals is offered to the RX port(s) of the receiver.
2.	The ability of the receiver to demodulate /decode this signal is verified by measuring the throughput.
In (2) is the statistical aspect of the test and is treated here.
The minimum requirement for all receiver tests is >95% of the maximum throughput.
All receiver tests are performed in static propagation conditions. No fading conditions are applied. 
[bookmark: _Toc27478801][bookmark: _Toc36227515]H.2.2	Mapping throughput to error ratio
a)	The measured information bit throughput R is defined as the sum (in kilobits) of the information bit payloads successfully received during the test interval, divided by the duration of the test interval (in seconds).
b)	In measurement practice the UE indicates successfully received information bit payload by signalling an ACK to the SS.
If payload is received, but damaged and cannot be decoded, the UE signals a NACK.
c)	Only the ACK and NACK signals, not the data bits received, are accessible to the SS.
The number of bits is known in the SS from knowledge of what payload was sent.
d)	For the reference measurement channel, applied for testing, the number of bits is different in different slots, however in a radio frame it is fixed during one test.
e)	The time in the measurement interval is composed of successfully received slots (ACK), unsuccessfully received slots (NACK) and no reception at all (DTX-slots).
f)	DTX-slots may occur regularly according the applicable reference measurement channel (regDTX).
In real live networks this is the time when other UEs are served. In TDD these are the UL and special slots.
regDTX vary from test to test but are fixed within the test.
g)	Additional DTX-slots occur statistically when the UE is not responding ACK or NACK where it should. (statDTX)
This may happen when the UE was not expecting data or decided that the data were not intended for it.
The pass / fail decision is done by observing the:
-	number of NACKs
-	number of ACKs and
-	number of statDTXs (regDTX is implicitly known to the SS)
The ratio (NACK + statDTX)/(NACK+ statDTX + ACK)is the Error Ratio (ER). Taking into account the time consumed by the ACK, NACK, and DTX-TTIs (regular and statistical), ER can be mapped unambiguously to throughput for any single reference measurement channel test.
[bookmark: _Toc27478802][bookmark: _Toc36227516]H.2.3	Design of the test
The test is defined by the following design principles (see clause H.2.6, Theory….):
1.	The early decision concept is applied.
2.	A second limit is introduced: Bad DUT factor M>1
3.	To decide the test pass:
Supplier risk is applied based on the Bad DUT quality
To decide the test fail
Customer Risk is applied based on the specified DUT quality
The test is defined by the following parameters:
1.	Limit ER = 0.05 (Throughput limit = 95%)
2.	Bad DUT factor M=1.5 (selectivity)
3.	Confidence level CL = 95% (for specified DUT and Bad DUT-quality)
[bookmark: _Toc27478803][bookmark: _Toc36227517]H.2.4	Numerical definition of the pass fail limits
Table H.2.4-1: pass fail limits
	ne
	nsp
	nsf
	ne
	nsp
	nsf
	ne
	nsp
	nsf
	ne
	nsp
	nsf

	0
	67
	NA
	37
	715
	477
	74
	1290
	1093
	111
	1847
	1739

	1
	67
	NA
	38
	731
	493
	75
	1306
	1110
	112
	1862
	1756

	2
	95
	NA
	39
	747
	509
	76
	1321
	1128
	113
	1877
	1774

	3
	119
	NA
	40
	763
	525
	77
	1336
	1145
	114
	1891
	1792

	4
	141
	NA
	41
	779
	541
	78
	1351
	1162
	115
	1906
	1809

	5
	162
	NA
	42
	795
	557
	79
	1366
	1179
	116
	1921
	1827

	6
	183
	NA
	43
	810
	573
	80
	1382
	1197
	117
	1936
	1845

	7
	203
	NA
	44
	826
	590
	81
	1397
	1214
	118
	1951
	1863

	8
	222
	NA
	45
	842
	606
	82
	1412
	1231
	119
	1966
	1880

	9
	241
	67
	46
	858
	622
	83
	1427
	1248
	120
	1981
	1898

	10
	259
	80
	47
	873
	639
	84
	1442
	1266
	121
	1995
	1916

	11
	278
	92
	48
	889
	655
	85
	1457
	1283
	122
	2010
	1934

	12
	296
	105
	49
	905
	672
	86
	1472
	1300
	123
	2025
	1951

	13
	314
	118
	50
	920
	688
	87
	1487
	1318
	124
	2040
	1969

	14
	332
	131
	51
	936
	705
	88
	1503
	1335
	125
	2055
	1987

	15
	349
	145
	52
	952
	721
	89
	1518
	1353
	126
	2069
	2005

	16
	367
	159
	53
	967
	738
	90
	1533
	1370
	127
	2084
	2023

	17
	384
	173
	54
	983
	755
	91
	1548
	1387
	128
	2099
	2041

	18
	401
	187
	55
	998
	771
	92
	1563
	1405
	129
	2114
	2058

	19
	419
	201
	56
	1014
	788
	93
	1578
	1422
	130
	2128
	2076

	20
	436
	216
	57
	1029
	805
	94
	1593
	1440
	131
	2143
	2094

	21
	453
	230
	58
	1045
	822
	95
	1608
	1457
	132
	2158
	2112

	22
	469
	245
	59
	1060
	838
	96
	1623
	1475
	133
	2173
	2130

	23
	486
	260
	60
	1076
	855
	97
	1638
	1492
	134
	2187
	2148

	24
	503
	275
	61
	1091
	872
	98
	1653
	1510
	135
	2202
	2166

	25
	520
	290
	62
	1107
	889
	99
	1668
	1527
	136
	2217
	2183

	26
	536
	305
	63
	1122
	906
	100
	1683
	1545
	137
	2232
	2201

	27
	553
	320
	64
	1137
	923
	101
	1698
	1562
	138
	2246
	2219

	28
	569
	335
	65
	1153
	940
	102
	1713
	1580
	139
	2261
	2237

	29
	585
	351
	66
	1168
	957
	103
	1728
	1598
	140
	2276
	2255

	30
	602
	366
	67
	1184
	974
	104
	1742
	1615
	141
	2291
	2273

	31
	618
	382
	68
	1199
	991
	105
	1757
	1633
	142
	2305
	2291

	32
	634
	398
	69
	1214
	1008
	106
	1772
	1650
	143
	2320
	2309

	33
	651
	413
	70
	1229
	1025
	107
	1787
	1668
	144
	2335
	2327

	34
	667
	429
	71
	1245
	1042
	108
	1802
	1686
	145
	2349
	2345

	35
	683
	445
	72
	1260
	1059
	109
	1817
	1703
	146
	2364
	2363

	36
	699
	461
	73
	1275
	1076
	110
	1832
	1721
	*) note 2 in H.2.5



NOTE 1:	The first column is the number of errors (ne = number of NACK + statDTX)
NOTE 2:	The second column is the number of samples for the pass limit (nsp, ns=Number of Samples= number of NACK + statDTX + ACK)
NOTE 3:	The third column is the number of samples for the fail limit (nsf)
NOTE 4:	The UE could be decided as early pass/fail when at least 67 samples are receieved. The nsf is set to NA for ne less than 9.
[bookmark: _Toc27478804][bookmark: _Toc36227518]H.2.5	Pass fail decision rules
The pass fail decision rules apply for a single measurement. A test case is passed only when all the measurements in the test case are passed.
Having observed   0  errors, pass the test at      67+    samples,                                                 otherwise continue
Having observed   1  error,   pass the test at     95+  otherwise continue
Having observed   2  errors,  pass the test at     119+  samples,                                                 otherwise continue
                                                                           Etc. etc.
Having observed 14645 errors, pass the test at 23642349+  samples, fail the test at 2345- samples, otherwise continue
Having observed 152 errors,  pass the test at + samples, fail the test at 2363- samples.                                                  
Where x+ means: x or more, x- means x or less
NOTE 1:	an ideal DUT passes after 67 samples. The maximum test time is 2364 samples.
NOTE 2:	It is allowed to deviate from the early decision concept  by  postponing  the decision (pass/fail or continue). Postponing the decision to or beyond the end of Table H.2.4-1 requires a pass fail decision against the test limit: pass the DUT for ER<0.0618, otherwise fail.
H.2.6	Theory to derive the pass fail limits (Informative)
Editor's note:	This clause of the Annex H is for information only and it describes the background theory and information for statistical testing.
[bookmark: _Toc232582203]H.2.6.1	Numerical definition of the pass-fail limits
A statistical test is characterized by test time, selectivity and confidence level. The outcome of the statistical test is a decision. This decision may be correct, i.e., DUTs whose throughput is less than 95% maximum throughput being declared to fail, and DUTs whose throughput is higher or equal to 95% being declared to pass, or in-correct with opposite decision. The Confidence Level (CL) describes the probability that the decision is a correct one. The complement is the wrong decision probability (risk) D = 1-CL.
As described in H.2.2, the measurement of throughput could be mapped to ER (Error Ratio). When testing ER, transport blocks or "samples" are observed and the number of correctly and erroneously received blocks are recorded. For a "standard" test, a pre-defined number of samples are observed, and a pass/fail decision is made based on the number of observed errors being above/below a threshold. This threshold is based on the targeted throughput or BLER and the design target CL. There is always some risk of a statistical variation leading to an incorrect pass/fail decision. The greater the number of samples that are recorded, the lower is the risk of such an error. The number of samples that are observed in a standard test is dimensioned to achieve an acceptable low risk of error (i.e., an acceptable high confidence level) for DUTs that just meet the specified limit.
The standard test works well where the target ER level is relatively high and confidence level relatively low (both are chosen to be on a comparable order of magnitude). However, for relatively low ER testing the length of time required for observing sufficient samples to achieve a 95% confidence level is excessive. In many cases, the DUTs will in fact have a much lower true ER level than the target ER level, (in which case, the number of samples needed to achieve high confidence that the true ER level is lower than the limit is much smaller). On the other hand, a bad DUT which is expected to fail the requirement might have a much higher true ER level (in which case, errors occur more frequently and it can be demonstrated that the DUT is above the target ER limit with fewer samples).
To avoid long test time, an alternative test method called early pass/fail is adopted. With the early pass/fail, each time a block error is encountered, a decision is made on whether the DUT can be passed/failed with 95% CL or the test needs to continue until another error is encountered. In the case of very good DUTs, the test can also be passed, when the number of samples permissible for one error event is reached and no error event is recorded. Pass/Fail is decided based on the total number of observed samples and errors, and a statistical calculation based on an inverse binomial cumulative distribution. The calculation involves one parameter, one variable and the result:
-	Parameter: d (per step decision probability).
-	Variable: ne (number of observed errors).
-	Result: ns (number of expected samples for pass/fail, depending on which one is calculated).
The per step decision probability risk, d, expresses the probability of making an incorrect pass/fail decision in the current step (i.e., for the current decision coordinate). d is determined by simulation such that the overall risk of making a wrong decision over all steps of each test of a large number of tests on a large number of DUTs that exactly meet the target ER limit is D=5% (and hence the CL 95%). 
It should be noted that d is determined separately considering early pass and early fail testing. 
For a marginal DUT (i.e., a DUT almost exactly meeting the target ER level), the unmodified early pass/early fail approach is unable to distinguish whether the DUT has just passed or just failed the BLER (ε→0), and can thus terminate with an "undecided" result. To avoid this undecided result and provide selectivity, a so-called "bad device factor" (M) is introduced into the early pass calculation. This factor biases the decision towards avoiding failing good DUT.
[bookmark: _Toc58860624][bookmark: _Toc58863128][bookmark: _Toc61183113][bookmark: _Toc66728428][bookmark: _Toc74962305][bookmark: _Toc75243215][bookmark: _Toc76545561]H.2.6.2	Simulation to derive the pass-fail limits for testing 95% throughput
As per the description in H.2.2, the 95% throughput measurement is mapped to ER=0.05, where ER is (NACK + statDTX)/(NACK+ statDTX + ACK).
The binomial distribution and its inverse are used to design the pass and fail limits. Note that this method is not unique and that other methods exist.


Where
-	fail(..) is the error ratio for the fail limit.
-	pass(..) is the error ratio for the pass limit.
-	ER is the specified error ratio 5%.
-	ne is the number of bad results. This is the variable in both equations.
-	M is the Bad DUT factor M=1.5.
-	df is the wrong decision probability of a single (ne, ns) co-ordinate for the fail limit.
It is found by simulation to be df = 0.006.
-	clp is the confidence level of a single (ne, ns) co-ordinate for the pass limit.
It is found by simulation to be clp = 0.9945.
-	qnbinom(..): The inverse cumulative function of the negative binomial distribution.
The simulation works as follows:
-	A large population of limit DUTs with true ER = 0.05 is decided against the pass and fail limits.
-	clp and df are tuned such that CL (95 %) of the population passes and D (5 %) of the population fails.
-	A population of Bad DUTs with true ER = M*0.05 is decided against the same pass and fail limits.
-	clp and df are tuned such that CL (95 %) of the population fails and D (5 %) of the population passes.
-	The number of DUTs decrease during the simulation, as the decided DUTs leave the population. That number decreases with an approximately exponential characteristics. After 146 bad results all DUTs of the population are decided.
NOTE:	The exponential decrease of the population is an optimal design goal for the decision co-ordinates (ne, ns), which can be achieved with other formulas or methods as well.

[bookmark: _Toc137543668]Annex G I (informative):
Change history
<< End of changes >>
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