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1. Introduction

In RAN4#69, initial discussions on D2D coexistence were presented in [5]-[6] wherein certain system scenarios were identified that may arise due to D2D use cases. The applicability or severity of the scenarios, however, cannot be fully evaluated since some key D2D design (e.g., WAN and D2D multiplexing) have not been fully finalized in RAN1. 
The purpose of this this document is two-fold:

a) To provide a list of high-level design and simulation assumptions required for co-existence study, highlighting the D2D design assumptions that have not yet been finalized in RAN1.

b) To present some initial coexistence results by making certain plausible assumptions for the design parameters not yet finalized in RAN1.

We focus on coexistence scenarios with D2D as the aggressor link and macro (cellular) is the victim link. Both in-network and out-of-network coverage operation for D2D UEs is considered. Further, based on RAN prioritization for Rel-12, we focus on the co-existence scenarios arising for in-network discovery and out-of-network broadcast communication use cases for D2D.

The paper is organized as follows. Section 2 lists the coexistence scenarios studied in this paper. Section 3 lists the simulation assumptions required for the study, highlighting the parameters that have not yet been finalized in RAN1, along with the assumptions made for those parameters in this document. Section 4 and Section 5 presents the coexistence results.
2. Co-existence scenarios

Based on the agreements made so far for the D2D design, and focusing on in-network D2D discovery and out-of-network broadcast D2D communications use cases, the following key co-channel and adjacent channel coexistence scenarios are used for the purpose of the study presented in this paper.

	Co-channel scenarios 

	Scenario
	Use case
	Aggressor
network 
	Victim
Network
	Primary Impact

	1
	In-NW discovery
	E-UTRA 10MHz (TDD/FDD) with 

D2D + WAN on UL
	UL throughput (due to multiplexing between WAN and D2D)

DL throughput (due to interference to control signaling (e.g., HARQ feedback, CQI) transmitted on UL). This is the primary impact if D2D is multiplexed with WAN PUCCH only, and TDM with WAN PUSCH.

	Adjacent channel scenarios

	3
	In-NW discovery
	E-UTRA 10 MHz, FDD/TDD sync

(D2D + WAN)
	E-UTRA 10 MHz, FDD/TDD sync

(WAN only)
	UL throughput

	4
	Out-of-NW broadcast communication
	D2D UEs
	E-UTRA 10 MHz, FDD/TDD sync

(WAN only)
	UL throughput


Proposal 1: Prioritize coexistence scenarios arising from D2D use cases of in-network discovery and out-of-network broadcast communications.
3. Simulation assumptions

In this section, we enumerate the high-level design and simulation assumptions required for the D2D coexistence study.  We reuse the simulation assumptions agreed in RAN1 and captured in 3GPP TR 36.843. Additionally, we use the design agreements made by RAN1/2 so far, and extend them as necessary when RAN1/2 has not agreed upon particular design aspects. 

Table 1: Simulation assumptions

	Parameter
	RAN1 status
	Value

	UE RF parameters
	Agreed
	As per Table A.2.1.1-1 in TR 36.843

Additionally, minimum transmit power of -40dBm is used as per TS 36.101.

	eNodeB RF parameters
	Agreed
	As per Table A.2.1.1-1 in TR 36.843

	Carrier frequency 
	Agreed
	As per Table A.2.1.1-1 in TR 36.843

	Network layout
	Agreed
	As per Section A.2.1.1 in TR 36.843

Additionally, a minimum UE to eNodeB coupling loss of 70 dB is assumed.

	Pathloss models
	Agreed
	As per Section A.2.1.1 in TR 36.843

	UE density and dropping procedure
	Agreed
	As per Table A.2.1.1-1 in TR 36.843

	D2D resource allocation
	Partial agreement
	RAN1 agreement in TR 36.843:

In-network discovery

· FFS between Type 1, Type 2a, and Type 2b

· For Type 1, periodic resources are allocated in a semi-static manner.

· For Type 1, FFS on how resource is selected within the pool 

Out-of-network broadcast communication

· D2D resource pool that is preconfigured or semi-persistently configured

· FFS on how resource is selected within the pool

Working assumptions made in this document

In-network discovery

· Type 1 is assumed D2D UE selects a resource randomly within the pool.

Out-of-network broadcast communication

· Worst-case configuration with all time-frequency resources being used as D2D pool

· D2D UE selects a resource randomly within the pool

	WAN and D2D multiplexing
	Partial agreement
	RAN1 agreement in TR 36.843

From UEs perspective: FDM shall not be used. TDM can be used.

From network perspective: FFS

Working assumptions made in this document

From UEs perspective: TDM between WAN and D2D

From network perspective: 
· TDM between PUSCH and D2D. 
· FDM between D2D and PUCCH.
This assumption is depicted in the figure below.
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	UE transmit power control
	Not agreed (for D2D)
	WAN UL (PUSCH) transmissions
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 = 0 dB, and PL in the above equation is equivalent to defined in TR 36.942 Section 5.1.1.6. 

Note 2: PO_PUSCH is computed for various network layouts in Appendix A, and also includes the dependency on carrier frequency. 
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 is chosen equal to PPowerClass.
Note 3: Both PC set 1 (alpha = 1.0) and set 2 (alpha = 0.8) are evaluated.

D2D transmissions

RAN1 agreement in TR 36.843: FFS

Working assumptions made in this document: Max power

	D2D signal bandwidth
	Not agreed
	Working assumptions made in this document

D2D discovery signal: 1 PRB

D2D broadcast signal: 2 PRBs


Proposal 2: Reuse simulation assumptions (deployment, pathloss models, UE density, etc.) defined in TR 36.843 for the D2D use cases.

4. Co-channel scenarios

4.1. In-network Discovery

In this subsection, we consider the impact of in-network D2D discovery on WAN performance. In [4], it is assumed that D2D operates on the uplink spectrum (for FDD) or uplink subframes (for TDD). The uplink resources are thus multiplexed between D2D and WAN. Details on D2D and WAN multiplexing, however, are still under discussion in RAN1. Hence, as highlighted in Table 1, we make the following assumptions for the purpose of this study: from UE’s perspective, TDM between WAN and D2D is assumed; from network’s perspective, TDM between UL PUSCH and D2D is assumed, and FDM between UL PUCCH and D2D is assumed. In other words, D2D uses a pool of almost contiguous uplink subframes (some WAN subframes may be interleaved) that repeat periodically (e.g., 29 subframes every 10 sec). During the D2D subframes, PUCCH resources are not used for D2D signal transmissions. The following figure depicts the assumptions on D2D resource allocation and multiplexing between WAN and D2D.
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Under these assumptions, the in-band emissions from D2D signal transmissions will impact the PUCCH reception at the eNB. Impact to PUCCH leads to loss in DL throughput due to the loss of control information (ACK/NACK, CQI) carried on the PUCCH. 

As such the impact on WAN due to in-network discovery is expected to be negligible due to low periodicity of D2D allocation. It is expected that only a small fraction (less than 1%) of UL resources are expected to be used for D2D discovery with a low periodicity of allocation of the order of several seconds. During the D2D subframes, the loss in DL throughput will be dominated by the unnecessary retransmissions required due to loss of ACK/NACK at the eNB. Hence, on average, the worst-case loss in physical layer throughput can be approximated to be of the order of [(1- Harq_target/Harq_max_retransmissions)]*[(# discovery subframes)/(discovery period)], and is expected to be much less than 1%. The impact can be further reduced with a few WAN subframes interleaved within the D2D pool, and optimized DL scheduling at the eNB (not discussed in this paper).

Though the impact due to in-network discovery is expected to be negligible, nonetheless, we present simulation results to quantify the impact. 
For ease of simulations, instead of simulating the in-band emissions from D2D transmissions, we assume the worst-case scenario wherein all PUCCH transmissions are lost at the eNB during the D2D subframes. Further, round robin scheduling is simulated at the eNB and no practical scheduler optimizations are considered, for example, when WAN subframes are interleaved within D2D allocation. Clearly, these are pessimistic assumptions and actual performance is expected to be better.

4.1.1. Additional simulation assumptions

In addition to the simulation assumptions outlined in Table 1, we the following additional simulations are made to quantify the impact on DL throughput under the worst-case assumption that all PUCCH transmissions are lost during D2D subframes. 
	Parameter
	Value

	D2D discovery resource allocation
	29 subframes every 10 seconds (using [2] wherein this D2D resource allocation was shown to achieve the desired discovery performance)

	Number of PUCCH RBs

	6 PRBs

	DL scheduler algorithm

	Round robin

	DL traffic model
	Full buffer

	RBs allocated per active UE (PDSCH)
	16 RBs

	DL HARQ interlace
	8ms

	DL HARQ maximum retransmissions
	6

	DL HARQ target
	2

	SINR-to-rate mapping
	Shannon bound

	Fast fading
	3GPP SCM-Uma with UE speeds of 3km/hr for layout option 3

(to capture the impact the loss of CQI at eNB)

	CQI periodicity
	40ms


4.1.2. Simulation results

Table 2 shows the impact of in-network discovery on WAN DL throughput (average and 5% percentile point), under the worst-case assumption that all PUCCH transmission to the eNB are lost when FDM’ed with D2D transmissions. As can be seen from results, the worst-case loss is negligible (<< 1%), and is further reduced if a few WAN subframes are interleaved with D2D allocation at the cost of increase in power consumption for D2D UEs.

Without WAN subframes interleaved, i.e., when the D2D subframes are contiguous, the average throughput loss is nearly same as the expected loss of [(1- Harq_target/Harq_max_retransmissions)]*[(# discovery subframes)/(discovery period)] = 0.193% as discussed in Section 4.1. 

With WAN subframes interleaved, i.e., one WAN only subframe every Twan subframes, the throughput loss is reduced as the maximum retransmissions are not required always. Presence of WAN only subframes enables PUCCH to be received at the eNB successfully on those subframes, and hence extra retransmissions are not required once in a while. The performance can be further improved with optimized DL scheduling such that the PUCCH transmission subframes coincide with the interleaved WAN only subframes.
Table 2: Impact of in-network discovery on WAN DL throughput

	Layout / Drop
	Without WAN subframes interleaved
	With WAN subframes interleaved

	
	
	Twan = 7
	Twan = 3

	
	Average
	5% CDF
	Average
	5% CDF
	Average
	5% CDF

	Option 3

(Outdoor drop)
	0.18 %
	0.12 %
	0.14 %
	0.09 %
	0.12 %
	0.11 %


5. Adjacent channel scenarios

In this section, we consider the adjacent channel scenarios identified for both in-network D2D discovery and out-of-network broadcast D2D communication uses cases. In all simulations, it is assumed that the ACIR is dominated by the UE ACLR and an uncoordinated deployment is assumed. The throughput loss is computed by comparing the throughput (with and without D2D enabled on aggressor network) in multi-operator uncoordinated deployment to the single operator (no leakage from adjacent channel) case. 

For the scenarios considered in this paper (aggressor BW of 1 or 2 RBs, victim BW of 16 RBs), we adopt the thee-step ACLR model defined in Table 12.5 in TR 36.942 by extending its applicability to narrowband transmissions. 
Table 3: UE ACLR model

	Bandwidth (BAggressor)


	ACLR dB / BAggressor

	
	Adjacent to edge of victim RBs
	Non Adjacent to edge of victim RBs

	1 RB
	30 (less than 1 RBs away) 
	43 (1 RB away)
	50 (more than 1 RB away)

	2 RB
	30 (less than 2 RBs away)
	43 (2 RBs away)
	50 (more than 2 RBs away)


5.1. In-network and out of network discovery 

While the focus in this paper is on in-network discovery, the results presented in this section are also applicable to out-of-network discovery since we expect the discovery procedure and allocation to be similar for in-network and out-of-network discovery. 

As highlighted in Table 1, the details on discovery procedure and discovery resource allocation per D2D UE has not been finalized in RAN1. In particular, RAN1 is considering two alternatives for discovery procedures: type 1 wherein resource for D2D transmissions is allocated on a non-UE specific basis, and type 2 (with subtypes type 2a and type 2b) wherein the resource for D2D transmissions is allocated on a UE specific basis. In this paper, we assume type 1 discovery procedure which is more challenging from the point of view of interference due to decentralized D2D resource selection. Further, for type 1 discovery procedure, we assume that the D2D UEs randomly picks a resource within the resource pool, thus capturing the worst-case where no interference coordination is possible.

The scenario under consideration is depicted in the figure below.
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As such the impact on WAN due to in-network discovery is expected to be negligible due to low periodicity of D2D allocation (less than 1%). Further, even during D2D subframes, the impact due to D2D transmissions is controlled due to narrowband transmissions (1 or 2 RBs). Note that the D2D allocation considered in this paper represents a dense allocation for D2D, i.e., the ratio of the average number of D2D UEs discovered per UE to the total number of resource allocated for discovery is high (e.g., close to 1 for Option 3). Thus impact to WAN during D2D subframes will be further reduced for a sparse D2D resource utilization.

5.1.1. Additional simulation parameters

In addition to the simulation assumptions outlined in Table 1, the following additional simulations are made to quantify the impact of in-network discovery on WAN UL throughput of an adjacent E-UTRA network.

	Parameter
	Value

	D2D resource allocation
	29 subframes every 10 seconds (using [2] wherein this D2D resource allocation was shown to achieve the desired discovery performance)

	UL Scheduler algorithm
	Round robin

	Number of PUCCH regions

	6 PRBs

	RBs allocated per active WAN UE
	16 PRBs

	RBs per D2D discovery signal
	1 PRB

	SINR-to-rate mapping
	As per link level performance model in TR 36.942 (Table A.2)

	Channel
	AWGN


5.1.2. Simulation results

Table 4 quantifies the loss in UL throughput due to in-network D2D discovery both with and without D2D. It can be seen that the additional loss due to D2D is negligible for both average UL throughput and 5th percentile UL throughput point. Even though the density of D2D UEs is large (150/cell), the impact on WAN UL throughput is limited due to the following factors: (a) low periodicity of D2D allocation, and (b) narrowband D2D transmissions.

Table 4: UL throughput loss due to D2D discovery 

	Layout / Drop
	Power control set
	UL Throughput Loss

	
	
	Without D2D
	With D2D

	
	
	Average
	5% CDF
	Average
	5% CDF

	Option 3

Outdoor drop
	PC set 1
	1.27 %
	2.44 %
	1.33 %
	2.53 %

	
	PC set 2
	1.15 %
	1.14 %
	1.24 %
	1.25 %

	Option 1

Indoor/Outdoor drop
	PC set 1
	0.49 %
	-(a)
	0.51 %
	-(a)

	
	PC set 2
	0.35 %
	-(a)
	0.38 %
	-(a)


(a) Based on the simulation parameters, more than 5% UEs were in UL outage with 16 RB transmissions.

5.2. Out-of-network broadcast communication

As highlighted in Table 1, some decisions on D2D resource allocation for out-of-network D2D UE operation is still under discussion in RAN1. Hence, we make the following worst-case assumptions for the purpose of this study: (a) D2D UEs are assumed to use the entire time-frequency resources when operating out-of-network, (b) D2D UEs choose a resource randomly to transmit, and (c) four blind retransmissions per packet are performed at the D2D transmitters since no physical layer feedback is currently assumed.

The scenario under consideration is depicted in the figure below:
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5.2.1. Additional simulation parameters

In addition to the simulation assumptions outlined in Table 1, the following additional simulations are made to quantify the impact of out-of-band broadcast D2D communications on WAN UL throughput of an adjacent E-UTRA network.

	Parameter
	Value

	UL Scheduler algorithm (victim network)
	Round robin

	Traffic Model (WAN)
	Full buffer

	Traffic Model (D2D)
	VoIP as defined in Table A.2.1.3-1 in TR 36.843

	HARQ transmissions for D2D 
	4 blind retransmissions per packet

(since no physical layer feedback is assumed currently in design)

	RBs allocated per active WAN UE
	16 PRBs

	RBs per D2D transmission
	2 PRB

	SINR-to-rate mapping
	As per link level performance model in TR 36.942 (Table A.2)

	Channel
	AWGN


5.2.2. Simulation results

Table 5 quantifies the loss in UL throughput due to out-of-network D2D communications on an adjacent carrier. As can be seen from the results, the loss in average throughput is within 5% due to out-of-network broadcast D2D communications ongoing on an adjacent channel. The impact can be further reduced by introducing guard RBs on the edge for D2D communications if required.
Table 5: UL throughput loss due to out-of-network broadcast D2D communication

	Layout / Drop
	Power control set
	UL Throughput Loss 

	
	
	Average
	5% CDF

	Option 5

Outdoor drop
	PC set 1
	1.73 %
	4.43 %

	
	PC set 2
	5.02 %
	6.66 %

	Option 5

Hotspot drop
	PC set 1
	1.38 % 
	3.46 %

	
	PC set 2
	4.82 %
	6.48 %


5.3. Base station blocking result

Figure 1 and Figure 2 shows the total received power from the aggressor system (D2D UEs for out-of-network scenarios, and D2D and WAN UEs for in-network scenarios) at the victim BS in the aggressor’s channel. We have limited the results to the worst-case scenarios w.r.t. blocking requirements: Option 3 (outdoor drop) with PC set 1 for in-network discovery use case, and Option 5 (outdoor drop) for out-of-network broadcast D2D communications.

From the results, the current requirements on blocking interference signal of -43dBm is met for the discovery use cases considered in this study.
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Figure 1: BS blocking requirements – Total power received from aggressor system (D2D and WAN UEs with PC set 1) at victim BS over 10 MHz for option 3 (outdoor drop) 
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Figure 2: BS blocking requirements – Total power received from aggressor system (D2D UEs) at victim BS over 10 MHz for option 5 (outdoor drop)


6. Conclusions

In this paper, we presented initial results for D2D coexistence with co-channel and adjacent channel services, focusing on the D2D use cases of in-network discovery and out-of-network broadcast communication as prioritized by RAN plenary. For the purpose of the study, we used the agreements made in RAN1/2, and extended them on design aspects that are not fully agreed in RAN1/2. The results can be revisited once those design aspects are finalized in RAN1/2.

Following is the summary of results presented in this paper.

· High-level design and simulation assumptions required for co-existence study are listed in Table 1.

· Impact due to in-network discovery: Impact to both co-channel and adjacent-channel coexistence scenarios is expected to be negligible (<< 1%) due to the following factors:

· Low periodicity of D2D resource allocation in-network

· Narrowband D2D transmissions

· Impact due to out-of-network broadcast communications: Impact to adjacent-channel was observed to be within 5% due to the following factors:

· Narrowband D2D transmissions
Further, the following proposals are made.

· Prioritize coexistence scenarios arising from D2D use cases of in-network discovery and out-of-network broadcast communications.
· Reuse simulation assumptions (deployment, pathloss models, UE density, etc.) defined in TR 36.843 for the D2D use cases
· Study can continue in the WI phase.
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7. Appendix A: Uplink power control parameters

The pathloss models and network layouts used for D2D system simulations are different from those used in TR 36.942. Hence, in this appendix, the power control algorithm parameters (CLx-ile and Po) are computed for the network layout used in D2D simulations by setting the fraction of UEs that transmit at full power same as that used in TR 36.942. 

Further, an additional constraint of target received SNR at eNB from a UE transmitting at full power. The additional constraint is required since for some of the D2D network layouts, a non-trivial fraction (greater than 5%) of the UEs are in outage (e.g., some indoor UEs at cell-edge in indoor/outdoor UE drop). Thus the maximum received SNR constraint when transmitting at full power ensures that not all ‘cell edge (and indoor)’ UEs are in outage. Note that this for simulation purpose only and an attempt to have a commonality with the parameter values used in TR 36.942. 

From TR 36.942, urban drop:

ISD: 




750m
Pathloss model: 

15.3 + 37.6 log10 (d_m)
Shadowing std:

10 dB
BS antenna gain: 

15 dBi
BS height: 


30m
BS antenna pattern:
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The CDF of coupling loss is shown in Figure 3 assuming eNB association based on geographical location. The fraction of UEs that transmit will full power based on the CLx-ile used in the power control algorithm is noted in Table 6.
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Figure 3: CDF of coupling loss for layout in TR 36.942

Table 6: Uplink power control parameters used in TR 36.942 for 10MHz

	Parameter set
	FPC exponent (alpha)
	CLx-ile
	Fraction (x) of UEs transmitting at full power
	Rx SNRa (1 Rx) from a UE at CLx-ile for MPUSCH = 16 RBs.

	Set 1
	1
	112
	26.96% 
(25% is used in this document)
	15.4 dB

	Set 2
	0.8
	129
	2.46% 
(3% is used in this document)
	-1.6 dB


(a) Rx SNR from UE at CLx-ile transmitting at full power = Pmax – CLx-ile – Nt – 10log10(MPUSCH). Here, Nt = -174 + 30 + 10*log10(180*16)  + 5 (noise figure) = -104.41 dBm.
Hence, based on Table 6, this document assume the target x = 25% and 3% for PC set 1 and 2, respectively. Further, we assume a maximum target SNR for UEs transmitting at full power of -5 dB and 10 dB for PC set 1 and 2, respectively (assuming for MPUSCH = 16 RBs). Note that the SNR target is easily met for the network layout simulated in TR 36.942.

The power control algorithm parameters are then chosen as follows:

· CLx-ile: x-quantile of coupling loss. (x = 25 % for PC set 1, x = 3% for PC set 2)

· CLsnr: coupling loss at which received SNR = 10 dB or -5dB for PC set 1 or 2, respectively, for MPUSCH=16 RBs transmissions at maximum transmit power.
· Po_PUSCH: = Pmax – alpha * min(CLx-ile, CLsnr) – 10*log10(MPUSCH)
The following figures plot the CDF of the coupling loss for the D2D simulation scenarios assuming eNB association based on minimum coupling loss.
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Figure 4: CDF of coupling loss (option 3, outdoor only)
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Figure 5: CDF of coupling loss (option 1, indoor/outdoor)
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Figure 6: CDF of coupling loss (option 5, outdoor)
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Figure 7: CDF of coupling loss (option 5, hotspot)


From Figure 4 through Figure 7, the power control algorithm parameters are computed as shown below:

	Layout
	UE Drop
	Clx-ile (dB)
	CLsnra (dB)
	PO_PUSCHa (dBm)

	
	
	PC set 1

(x = 25%)
	PC set 2

(x = 3%)
	PC set 1

(snr=10dB)
	PC set 2

(snr =-5dB)
	PC set 1
	PC set 2

	Option 3
	Outdoor only
	117.6
	130.4
	117.4
	132.4
	-106.4
	-93.4

	Option 1
	Indoor/outdoor mix
	133.5
	148.2
	
	
	-106.4
	-95.0

	Option 5
	Outdoor only
	112.1
	130.6
	
	
	-101.1
	-93.5

	
	Hotspot
	111.2
	129.8
	
	
	-100.2
	-92.9


(a) Assuming MPUSCH = 16 RB transmission per UE.
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Pool of D2D subframes �(e.g., 29 subframes)





Periodicity of D2D allocation �(e.g., 10 sec)





FDM between D2D and PUCCH





Optionally, WAN only subframes may be interleaved
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Uplink spectrum (FDD)/ UL subframes (TDD) 
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Aggressor network





Victim network
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WAN





D2D Aggressors 





Victim network
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