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1.
Discussion and Proposal
At previous RAN4 meetings the contents of TR37.840 [1] has grown rapidly. It is now time to wrap it up and finalize the TR. This contribution holds general editorial corrections, clarifications and polishing.
Specific changes are:

· Section 4.1.2.1, changed 3D ( characteristics in both horizontal and vertical domain
· 
· Figure 5.4.3.1.1-1 label changed, operation ( deployment
· Table 5.4.3.1.4-1 changed definition of etilt according to 3GPP (TR36.814 and TR 36.942)
· Section 7.2.1 changed omni-directive ( less directive

· Section 8.2.2 added text, EIRP/EIRS as function of horizontal and vertical angle

· Section 8.2.5 added text, The method gives TRP and TRS

· And other editorial corrections.

This is a revised version of R4-130143. It is proposed that corrections in attached text proposal are included in TR37.840. 
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4
General

The Active Antenna System (AAS) within this document refers to a Base Station equipped with an antenna array system, the radiation pattern of which may be dynamically adjustable. The main purpose of this document is to study the characteristics and minimum requirements of the AAS transmitter and receiver system considering the impacts from antenna array. 

This sub-clause captures the SI objectives and establishes the reference structure as well as the methodologies to achieve the SI objectives. 

4.1
SI objectives 

4.1.1
The objectives

The AAS introduces alternative antenna system from the one installed in the conventional Base Station. The interactions between the antenna array system and the transmitters and receivers within the AAS might be different from the convention BS and the convention antenna system. The impacts of the transmitted or received radio signals on the transmitter and receivers shall be studied. 

To investigate the AAS BS, a Study Item [2] was approved in RAN plenary #53. The objectives proposed in the SID are quoted below:

This is the study item to investigate the RF and EMC requirements for an AAS BS based on macro-cell deployment scenarios for both TDD and FDD. The study will cover single-RAT UTRA and E-UTRA, as well as multi-RAT base stations. The study item particularly covers the following two main aspects:
· Feasibility of defining AAS BS requirements based on the commonality of different architecture and  implementations:

· Develop/define relevant terminology associated with AAS BS to ensure common understanding.

· Determine the appropriate approaches for standardization, specification implementation and test methodologies
· Study the following aspects
· Transmitter and receiver characteristics and their impact on system performance and co-existence. 
· The core RF and/or EMC requirements for the transmitter and receiver.
· Regulatory aspects related to multiple antenna transmission and the impact on AAS BS.
· Feasibility of OTA tests.

Based on the outcome of the above studies, the following specification-related work will be identified pending approval of the related Work Item:

1. The RF and/or EMC requirements for AAS BS transmitters and receivers.
2. The methodologies for specification implementation of all the necessary changes. 
In summary, the objectives of this Study Item are to study the characteristics of the AAS transmitters and receivers, and investigate the impacts on the coexistence performance with other systems based on un-coordinated deployment scenarios.

4.1.2
Methodologies

The methodologies employed to determine the minimum requirements for AAS are similar to the methodologies used for determining those requirements for previously considered systems. These methodologies as documented in TR25.942 [18] and TR 36.942 [19] which provides assumptions for typical deployment conditions can be used as baseline.

4.1.2.1
Detailed methodologies


Figure 4.1.2.1-1: Procedures for AAS study

The detailed procedures for AAS study are illustrated in Figure 4.1.2.1-1. The essential part of this study is to study the new characteristics and evaluate the impacts on system coexistence and performance. The evaluation results are used to determine whether to modify existing requirements or define new requirements. The coexistence simulation study requires modelling of antenna characteristics in both horizontal and vertical domain.

4.2
Structure of AAS BS

An abstract logical representation of the AAS radio architecture is described in this section. The radio architecture is represented by three main functional blocks, the Transceiver Unit Array (TXRUA), the Radio Distribution Network, (RDN), and the Antenna Array (AA). The Transceiver Units (TXRU) interface with the base band processing within the eNodeB.
The Transceiver Unit Array consists of multiple Transmitter Units (TXU) and Receiver Units (RXU). The Transmitter Unit takes the baseband input from the Base Station and provides the RF TX outputs. The RF TX outputs may be distributed to the Antenna Array via a Radio Distribution Network. The Receiver Unit performs the reverse of the Transmitter Unit operations. The Radio Distribution Network, if present, performs the distribution of the TX outputs into the corresponding antenna paths and antenna elements, and a distribution of RX inputs from antenna paths in the reverse direction.
NOTE 1: The RDN may consist of a simple one to one mapping between the TXU(s)/RXU(s) and the passive Antenna Array. In this case, the RDN would be a logical entity but not necessarily a physical entity.

NOTE 2: The Antenna Array includes various implementations and configurations e.g. polarization, spatial separations etc.

NOTE 3: The physical location of the Transceiver Unit Array, the Radio Distribution Network, and the Antenna Array may differ from this logical representation and is implementation dependent.
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Figure 4.2-1: General AAS Radio Architecture

A BS with AAS, with general radio architecture as shown in Figure 4.2-1, is generic to all types of AAS structures including diversity, beamforming, spatial multiplexing, or any combination of the three.

4.3
Regulation review

In the work on AAS, several new concepts may be considered in terms of how to define and measure emission limits. Many limits are defined in regulation and there are also recommendations for measurements. This clause gives a brief overview of some international regulation for AAS and systems with multiple antennas.

NOTE:
The impact of the international regulation referred to in the present clause on the 3GPP work on AAS is TBD.

4.3.1
ITU Radio Regulations

The Radio Regulations (RR) is the fundamental international regulatory text, containing all decisions adopted by the World Radio Congress. The most recent version is the output of WRC-07 [13]. The following passages may have some relevance for the work on AAS:

-
The terms “antenna port” and “antenna transmission line” are used throughout the RR, but no explicit definition is given. RR Volume 1, chapter I sets Terminology and technical characteristics, but “antenna port” and “antenna transmission line” are not mentioned there. The terms are however always used in singular.

-
RR Vol II, Appendix 3 sets limits to spurious emissions for the “antenna transmission line”, which can also be found in the relevant ITU-R Recommendation SM.329 [14]. 

-
RR Vol II, Appendix 3, Article 10bis points out that “Guidance regarding the methods of measuring spurious domain emissions is given in the most recent version of Recommendation ITU-R SM.329.” and further states that “The e.i.r.p. method specified in this Recommendation should be used when it is not possible to accurately measure the power supplied to the antenna transmission line, or for specific applications where the antenna is designed to provide significant attenuation in the spurious domain. Additionally, the e.i.r.p. method may need some modification for special cases.”

-
RR mentions “active antennas” only in connection with unwanted emissions from satellite systems (non-GSO RNSS or MSS systems, in Annex 1 to Rec. ITU-R M.1583, which is incorporated by reference to the RR). For these cases, it is stated that in the case of an active antenna, the RF radiated power should be used instead of the unwanted emission at the input of the antenna.

4.3.2
ITU-R Recommendations

Rec. SM.329 Unwanted emissions in the spurious domain [14]

The definitions and terminology used in SM.329 [14] are very similar to the ones used in the RR. The general emission limits (category A) in SM.329 are also from the RR.

The following is noted for Space Stations in considering n): 

“n) that some space stations have active antennas and the measurement of power as supplied to the antenna transmission line cannot cover emissions created within the antenna. For such space stations, the determination of field strength or pfd at a distance should be established by administrations to aid in determining when an emission is likely to cause interference to other authorized services;”  

The spurious emission limits in SM.329 are qualified in the following way: 

“Table 2 indicates the maximum permitted levels of spurious domain emissions, appearing in RR Appendix 3, in terms of power of any unwanted component supplied by a transmitter to the antenna transmission line…”

A general note states that “Use the e.i.r.p. method shown in Annex 2, § 3.3, when it is not practical to access the transition between the transmitter and the antenna transmission line.” This note exists only for Category A limits.

Annex 2, §3.3 of SM.329 describes an e.i.r.p. measurement method called “Method 2 – Measurement of the spurious domain emission e.i.r.p.” on a total of two pages. 

Rec. SM.1541 Unwanted emissions in the out-of-band domain [3]   

The definitions and terminology used in SM.1541 are also very similar to the one used in the RR.

There is an Annex 12 for Fixed Services that contain a chapter on Methods of measurement. Two fundamental methods are described:

-
Method 1 is the measurement of emission power supplied to the antenna port of the equipment under test (EUT). This method should be used whenever it is practical and appropriate.

-
Method 2 is the measurement of the equivalent isotropic radiated power (e.i.r.p.), using a suitable test site.

The text describing Method 2 is similar to the one in SM.329 [14].

Rec. M.1580 Generic unwanted emission characteristics of base stations using the terrestrial radio interfaces of IMT- 2000 [4]   

This recommendation contains unwanted emission requirements for the different IMT technologies. The requirements are aligned with what is specified in 3GPP. 

Rec. M.1678 Adaptive antennas for mobile systems [5]

The recommendation gives a recommendation that adaptive antenna technology should be considered in the development of new technology and used in deployments, but it does not give any recommendation regarding measurements or definitions. The ITU-R report M.2040 [15] is referenced in the recommendation.

4.3.3
ECC regulation in Europe

ERC Rec 74-01 Spurious emissions 

The ERC Recommendation 74-01 [6] is the main European regulatory document giving unwanted emission limits. The recommendation is aligned with Category B emission limits in SM.329-1 [14].  

In terms of terminology, ERC Rec 74-01 does not use the term antenna transmission line, but instead antenna port. Also here, no specific definitions of the terms are given.

There is a note to considering m) that explains Active antenna systems (AAS):

Note: an “Active Antenna System” (AAS) is an antenna with embedded capability for electronic amplification and/or other RF processing. The total gain of an AAS may be functionally split into an “active” gain of the electronic functions (AG) and a conventional “passive” gain/loss (directivity) due to the geometrical design performance of the antenna (PG).

Recommends 2 clearly defines where the reference points are for the emission limits:

2)
that for the purpose of this Recommendation, only unwanted emissions in the spurious domain conducted to the antenna port or subsequently radiated by any integral antenna, are subject to the established limits; “

Recommends 6) is concerned with power measurements and has a note on Active antenna systems (AAS):

Note 3: 
When a system is coupled to an "Active Antenna System", the limits of Table 2 should be met by the combined system; therefore compliance should be verified through an e.i.r.p. measurement (either near-field or far-field) and subsequent conversion to absolute power/attenuation values delivered to the transmission line, taking into account only the conventional "passive" gain (directivity) of the antenna.

There is no explanation within the recommendation of how to conduct e.i.r.p. measurements.

ECC Rec 02(05) [10]

This is the ECC “umbrella recommendation” for unwanted emissions. It contains mostly references to other ITU-R and ECC recommendations and does not give any additional definitions in the AAS area.

ECC and EU decisions for IMT bands

There are several decisions made for IMT bands, where regulatory limits are set both for “in-block” power (intentionally transmitted power) and “out-of-block power” in terms of “Block Edge Masks” (BEM, for unwanted emissions). Many of the base station emission limits in those decisions are defined in terms of e.i.r.p. Examples are the decision for the 2.6 GHz band [8] and the 800 MHz band [9]. There are recommendations of how to measure BEMs in ECC Rec 11(06) [7].

ECC  Rec 11(06) Block Edge Mask Compliance Measurements for Base Stations [7]

The recommendation discusses both conducted and radiated measurements. The following is stated in Annex A.1.4.4 regarding measurements of absolute power limits:

“The assessment of block edge masks with absolute power limits should be done using a conducted measurement directly at the transmitter output. Although a radiated measurement is possible in principle it’s not recommended, as it will introduce a number of additional uncertainties (e.g. measurement distance). Especially in the case of a BEM based on transmitter output power or output power density for a radiated measurement the knowledge of certain parameters is necessary, which can be acquired only on-site; i.e. feeder loss and antenna gain.”

4.3.4
FCC regulation in the U.S.

There are two recent publications by the FCC of an Administrative Requirements [11,12] concerning measurements made on a device that employs multiple outputs in the same band. The documents treat both in-band and out-of-band/spurious emissions measurements.

For out-of-band/spurious emissions measurements from multiple outputs, two alternatives are given in [11]:

(1) 
Measure and sum the spectra across the outputs and compare to the emission limit.

(2) 
Measure each output and add 10 log(N) dB to the value before comparing to the emission limit, where N is the number of outputs.

There is also guidance in [11] on calculating directional gain from antennas, which are applied e.g. when a conducted measurement is combined with a directional gain calculation to show compliance with a radiated limit: 

-
For cases where signals on different antennas are correlated (beam forming is given as an example), the antenna gain is GANT + 10log(N) dBi. 

-
For cases where all antennas signals are completely uncorrelated (Space Time Block Codes and Spatial Multiplexing MIMO are given as examples), the antenna gain is GANT.

Additional guidance is given in [12] for MIMO operation with cross-polarized antennas.
4.3.5
MIC regulation in Japan

Ordinance Regulating Radio Equipment [16] is stipulated by MIC in order to determine the conditions for radio equipment and high frequency based equipment. In [16], some details (e.g. the unwanted emissions of specific systems, the measurement and calculation method of output power etc.) are explained for each individual technical condition of a specific system. Regarding the 3GPP systems, the technical conditions of WCDMA/HSPA/DC-HSDPA/LTE were notified by MIC in [17].  
In the technical conditions in [17], the measurement and calculation method of output power or unwanted emissions (both in-band and out-of-band/spurious emissions) from multiple outputs are given as follows:

-
For an adaptive array antenna 

-
Measure and sum the output powers or emissions (which are specified by absolute values in the technical conditions) of all the antenna connectors. 

-
In this case, the output power of one array element shall be configured with the maximum output power. Then, the output powers of remaining array elements shall be configured as the sum of output powers of all array elements are maximized.

-
For MIMO 

-
Measure the output power or emission on each antenna connector. 
5
Study of AAS deployment scenarios

5.1
AAS applications 

Examples of AAS applications are provided in this section. 

5.1.1
Tilt and radiation pattern control

Antennas are usually manufactured with a fixed beamwidth, and antenna manufacturers typically offer a limited number of beamwidth variations within their conventional product lines. Conventional BS installations often introduce physical tilt to the antenna in order to orient the main lobe of the antenna response towards the ground. Antenna tilt is selected to optimize desired cell coverage and to minimize interference to and from adjacent cells. Some installations employ Remote Electrical Tilt (RET) devices which allow mechanical adjustment of the phase shift so that the antenna tilt angle is remotely controlled. 

An AAS may dynamically control the elevation and azimuth angles, as well as the beamwidth of its radiation pattern via electronic means. Electronic control may be used along with mechanical means, The AAS radiation pattern may be adapted to the specific deployment scenario and possibly to changing traffic patterns. The AAS radiation pattern may also be independently optimized for different links such as independently for uplink and downlink, for coverage and beam forming gain purposes.

5.1.1.1
Cell partitioning in the horizontal and vertical plane

The concepts of tilt and beamwidth control can be extended by a technique known as cell partitioning in which the cell is subdivided in vertical or horizontal directions by adjustment of the antenna pattern. For example one cell partition is located close to the BS and the other cell partition is located farther away from the BS.

5.1.2
Multiple input multiple output (MIMO)
MIMO is a general terminology that includes the various spatial processing techniques: Beamforming, Diversity, and Spatial Multiplexing. Brief description of each is provided below. 

· Beamforming: The use of dedicated beam formed towards the UE when the data demodulation based on dedicated reference signal is supported by the UE. 
· Diversity: The use of diversity techniques to jointly optimize in the spatial and frequency domain through the use of, for example, Spatial-Frequency Block Code (SFBC) or Frequency Switching Transmit Diversity (FSTD), or combinations of them;

· Spatial Multiplexing: The transmission of multiple signal streams to one (SU-MIMO) or more (MU-MIMO) users using multiple spatial layers created by combinations of the available antennas;
5.1.3
Differentiated antenna behaviours at different carrier frequencies 

AAS supports the use a different number of antennas at different carrier frequencies and for different RATs. For example the AAS may create 4 virtual antennas for an LTE carrier and 2 antennas for a GSM or HSPA carrier.

5.1.4
Per RB (or UE) Transmission and Reception 

.In this case each UE may get its own beam that tracks the movement of the UE.

The current specification support for Spatial Multiplexing, Beamforming and Transmit Diversity includes the ability to schedule transmission and reception to one UE within one Resource Block. This allows beamforming to individual UEs with adaptation to mobility, as an example.

5.2
Deployment and coexistence scenarios

5.2.1
Deployment scenarios

The AAS BS can be deployed for Wide Area, Medium Range, and Local Area coverage. 

· Wide Area coverage deployment scenario is typically found in outdoor macro environments, where the BS antennas are located in masts, roof tops or high above street level. Large Minimum Coupling Loss (MCL) between the BS and the UE is assumed. The AAS BS used for wide area coverage is called Macro AAS.
· Medium Range coverage deployment scenario is typically found in outdoor micro environments, where the AAS BSs are located below roof tops. Medium MCL value is assumed. The AAS BS used for medium range coverage is called Micro AAS.
· Local Area BS deployment assumes relatively low MCL, as is typically found indoors (offices, subway stations etc) where antennas are located on the ceilings or walls. Deployment for local area coverage can also be found outdoors on hot spot areas like market place, high street or railway station. The AAS BS used for local area coverage is called Pico AAS.
5.2.2
Coexistence scenarios
The radiation pattern for AAS BS can be dynamically adjustable, while a fixed beam pattern is assumed for the conventional BS. The dynamic radiation pattern has been considered for UTRA 1.28Mcps TDD system and the beam pattern can be found in Annex B in TR36.942[19].

The coexistence of AAS BS with convention BS based on un-coordinated shall be considered. Analytical approaches can be used to study the coexistence requirements based on existing results, supplemented with additional simulations when necessary.

The following initial scenarios are identified for the purpose of studying the spatial characteristics for AAS BS:

-E-UTRA Macro AAS BS co-located with another E-UTRA Macro AAS BS
-E-UTRA Macro AAS BS co-located with E-UTRA Macro legacy BS

NOTE: The scenarios that would impact the RF requirements are TBD

5.3
Classifications of AAS BS

TR 25.951 and TR 25.952 define deployment scenarios for UTRA Wide-Area, Medium-Range, Local-Area, and Home base stations. The Base Station RF requirements in 3GPP specifications are specified for those BS classes based on studying characteristics of the deployment scenarios in TR25.951/952 using the methodologies specified in TR25.942. RF requirements for E-UTRA base stations are based on studies using the methodologies specified in TR36.942.

The methodologies in TR25.942 and TR36.942 can be extended to study AAS characteristics for Wide-Area, Medium-Range, and Local-Area BS deployment scenarios, or where necessary further methodologies can be derived based on the defined deployment scenarios. The scope of the work item will be limited to study of these classes. Employing those methodologies may result in a restatement of existing RF requirements transferred to AAS specific reference points, or may result in new RF requirements for AAS BS.

Further details are within the scope of WI phase.
5.4
Simulation study

5.4.1
Objectives

The coexistence simulation objectives include the following: 

1. Establishment of coexistence system simulations based on 3-dimensional antenna patterns for AAS and non-AAS BS systems.

- The coexistence characteristics for non-AAS BS systems are presented to establish baseline performance.

- Coexistence performance of AAS BS systems with both AAS BS systems and non-AAS systems in un-coordinated deployment scenarios is evaluated.

2. Evaluate the transmitter and receiver spatial characteristics of AAS BS.

3. Define and derive a proposal for how to set measurable RF requirements.

5.4.2
Simulation scenarios

5.4.2.1
Initial simulation cases

The initial simulation cases are based on the AAS fundamental applications where the AAS BS is used for a 3-sector/site coverage. This is similar as the legacy passive antenna system. 

Note: Simulation scenarios for other applications will be added later. 

For the first step studying, E-UTRA Macro to E-UTRA Macro coexistence scenario is identified for the purpose of studying the spatial characteristics for AAS BS. Simulation cases as shown in Table 5.4.2.1-1 and Table 5.4.2.1-2 are applied for evaluating in-band blocking and ACLR for AAS BS.
Table 5.4.2.1-1:  Simulation cases for in-band blocking
	Case
	Aggressor
	Victim
	Simulated link
	Statistics

	1-a
	Legacy E-UTRA
Macro system
	AAS E-UTRA Macro system
	Uplink
	Interferer levels at victim BS

	1-b
	AAS E-UTRA
Macro system
	AAS E-UTRA Macro system
	Uplink
	Interferer levels at victim BS

	1-c(Baseline)
	Legacy E-UTRA
Macro system
	Legacy E-UTRA Macro system
	Uplink
	Interferer levels at victim BS


Table 5.4.2.1-2:  Simulation cases for ACLR

	Case
	Aggressor
	Victim
	Simulated link
	Statistics

	1-a
	AAS E-UTRA Macro system
	Legacy E-UTRA
Macro system
	Downlink
	Throughput loss

	1-b
	AAS E-UTRA
Macro system
	AAS E-UTRA Macro system
	Downlink
	Throughput loss

	1-c(Baseline)
	Legacy E-UTRA
Macro system
	Legacy E-UTRA Macro system
	Downlink
	Throughput loss


5.4.2.2
Simulation cases based on the other AAS applications
<Reserved for future use>

5.4.3
Simulation assumptions 

5.4.3.1
Assumptions for the initial simulation cases

5.4.3.1.1
Network layout

The macro cell network is a tri-sector layout placed on a hexagonal grid with distance of 3*R, where R is the cell radius with wrap around. For uncoordinated network simulations, identical cell layouts for each network are applied, with worst case shift between sites. The second network’s sites are located at the first network’s cell edge, as shown in Figure 5.4.3.1.1-1[19]. The ISD is 750 m.
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Figure 5.4.3.1.1-1 Multi operator cell layout - uncoordinated deployment
5.4.3.1.2
Propagation model

The path loss model is defined as below

Path_Loss = max {L(R), Free_Space_Loss}+ shadowfading
where the free space loss is defined as

Free_Space_Loss = 98.46 +20.log10(R)  (R in kilometre)

and L(R) is defined as below [19] 

L(R) = 128.1 + 37.6 .Log10(R) (dB)

The shadow fading is modelled as a log-normal distribution.

Then the final coupling loss model is defined as [20]: 
Coupling_Loss_macro= max {Path_Loss, Free_Space_Loss} – G_Tx – G_Rx
where G_Tx is the transmitter antenna gain and the G_Rx is the receiver antenna gain.

5.4.3.1.3
Downtilt angle setting

Antenna down-tilt angle shall be set properly in order to optimize the system throughput in real deployment. For coexistence study, the setting of the antenna down-tilt angle follows the same principle. To pick up a suitable value for a Macro cell with ISD of 750m, the downlink and uplink throughput of AAS single system is evaluated by scanning BS down-tilt angle (both electrically and mechanically) from 5 degree to 20 degree, as shown in Figure 5.4.3.1.3-1 to Figure 5.4.3.1.3-4.

From the results, it can be observed that:
1. For downlink system throughput, the system throughput reaches its maximum with BS down-tilt angle of about 9 degree, for both electrical and mechanical down-tilt. 

2. The uplink average throughput is not very much sensitive to the down-tilt angles. This is mainly due to the uplink power control which could fully or partly compensate the difference of the coupling loss (antenna gain) caused by different down-tilt angles and ensure the signal power received at BS from different users is as the same as possible. The uplink edge throughput is sensitive to the down-tile angle. The maximum throughput is reached at about 9 degree down-tilt. This down-tile also maximize the down link throughput.

3. A down-tilt angle of 9 degree can be used for the specific scenario under the assumptions defined in Section 5.4 (e.g. ISD, height of BS and UE, antenna pattern, etc) for fundamental AAS coexistence simulation as a baseline because it maximises throughput. In other scenarios and in particular in a real network deployment, different downtilt angles may maximise throughput and may be applied.
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Figure 5.4.3.1.3-1 Downlink cell average and cell edge throughput with different electrical down-tilt angles
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Figure 5.4.3.1.3-2 Downlink cell average and cell edge throughput with different mechanical down-tilt angles
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Figure 5.4.3.1.3-3 Uplink cell average and cell edge throughput with different electrical down-tilt angles
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Figure 5.4.3.1.3-4 Uplink cell average and cell edge throughput with different mechanical down-tilt angles

5.4.3.1.4
General simulation parameters for the initial simulation cases

Table 5.4.3.1.4-1 General simulation parameters

	Parameters
	Values

	Cellular layout
	Hexagonal, 3 sectors/cell (19 cell wrap-around), uncoordinated

	UE distribution
	Average 10 UEs per sector. UEs on flat ground

	Carrier frequency
	2GHz

	System bandwidth
	10MHz

	Inter Site Distance (ISD)
	750m

	Minimum distance UE<->BS
	35m

	Log normal shadowing
	Standard Deviation of 10 dB

	Shadow correlation coefficient
	0.5 (inter site) / 1.0 (intra site)

	Scheduling algorithm
	Round Robin, Full buffer

	RB number per active UEs
	UL: 16RBs (total: 48 RBs)
DL: 50RBs

	Number of active UEs
	UL: 3 UEs
DL: 1 UE

	UE max Tx power
	23 dBm

	UE min Tx power
	-40 dBm

	BS max Tx power
	46dBm

	Power control parameters
	(TR36.942 Section 12.1.4)
PC Set 1 (alpha=1; P0=-101dBm)

PC Set 2 (alpha=0.8; P0= -92.2dBm)

	Antenna configuration at UE
	Omni-directional

	The height of BS
	30 m

	The height of UE
	1.5 m

	Down-tilt angle
	9 degree as the baseline (can be mixture of mechanical and electrical), which corresponds to 
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 defined in Section 5.4.3.

	Antenna array configuration(Row * Column)
	10x1

	ACS of LTE UE
	33 dB

	Radiation pattern of the antenna installed for legacy BS
	The same as AAS 3D antenna pattern as introduced in section 5.4.3


5.4.3.2
Assumptions for the other applications

<Reserved for future use >
5.4.4
Antenna 3D model

The differences of the radiation patterns for individual antenna element and the composite antenna mainly reside in the vertical plane. For the comparison study between AAS transceiver and the transceiver in the traditional BS, the coexistence simulation shall be carried out with 3D modeling, and the radiation pattern in vertical plane shall be modeled.

5.4.4.1
Methodology

Using the one-column linear array as an example, shown in Figure 5.4.3.1-1 the radiation elements are placed uniformly along the vertical z axis in the Cartesian coordination and the x-y axis constructs the horizontal plane. A signal acting at the array elements is in the direction of u, and elevation angle of the signal direction is denoted as 
[image: image12.wmf]q

(defined between 0° and 180°, 90° represents perpendicular to array)  and the azimuth angle is denoted as
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(defined between -180° and 180°).
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Figure 1.4.3.1-1. Antenna Array Geometry

The beam pattern formed by the AAS antenna is due to 3 things:

· The individual radiation element pattern

· The array factor

· The signals applied to the system

Each of these is defined below:

5.4.4.1.1
Element Pattern

A method similar to 3GPP modelling is applied to model the element radiation pattern model, which is
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Where

· PE is the magnitude of the element pattern

· 
[image: image16.wmf]q

the elevation angle is defined between 0° and 180° (90° represents perpendicular to array)
· 
[image: image17.wmf]j

the azimuth angle is defined between -180° and 180°
· 
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 is the maximum directional gain of the radiation element (in dB), which is assumed to be 8dBi;
· 
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where 
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 = 65° is the horizontal 3dB bandwidth, and 
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 is plotted in Figure 5.4.4.1.1-1. 
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is the vertical radiation pattern of the radiation element offset by 90° to point perpendicular to array, 
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where
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 = 65° is the vertical 3dB bandwidth, 
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is the lower limit, which is set as 30dB.
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Figure 5.4.4.1.1-1. Vertical and Horizontal element radiation patterns

5.4.4.1.2
Array factor for single column

The performance of the array depends on the spacing and weighting of the radiation elements, which can be represented by 
[image: image30.wmf]W
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in which 
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is the phase shift due to array placement, denoted as
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and 
[image: image35.wmf]W

is the weighting factor, which can provide control of side lobe levels and also to provide electrical down-tilt. For simplicity, the amplitude of the weighting vector is assumed to be identical for each radiation element. The phase of the weighting vector is used to implement electrical down tilt and is dependent on the required tilt and the element spacing. For mechanical down-tilt, this can be handled by modifying the elevation angle according to down tilting setting, which is described in TR36.814 A2.1.6.2 in details.
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5.4.4.1.3
Array factor for multiple column

A uniform planar array antenna with 
[image: image38.wmf]VH

NN

×

 radiation elements is employed for modeling AAS with multiple columns, as shown in figure 5.4.4.1.3-1. The numbers of the elements placed along Y axis and Z axis are 
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 and
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N

, respectively.

 SHAPE  \* MERGEFORMAT 



Figure 2.4.4.1.3-1 Geometry distribution of AAS with multiple columns array

The array factor of the planar array can be represented by 
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is the phase shift due to array placement, denoted as
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[image: image46.wmf]W

is the weighting factor, which can provide control of side lobe levels and also to provide electrical steering, both horizontal and vertical. For simplicity, the amplitude of the weighting vector is assumed to be identical for each radiation element. The phase of the weighting vector is used to implement electrical steering and is dependent on the required horizontal and vertical steering angle and the element spacing.
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where 
[image: image49.wmf]etilt

q

is the electrical vertical steering, and 
[image: image50.wmf]escan

j

 is the electrical horizontal steering.
5.4.4.1.4
Signals and correlation matrix for single column

Correlation of 2 transceiver paths is represented by a correlation coefficient,0≤ρ≤1, defined below as the similarity of the unwanted signals at the output of 2 paths when an identical signal is applied at the input. Unwanted signals generated in the transceivers can under different circumstances be regarded as correlated , ρ=1, (e.g. unwanted signals generated by CFR (Crest Factor Reduction) will be generated digitally and hence identical in each path), or un-correlated,ρ=0, (e.g. amplified thermal noise is random in nature and hence will have no similarity in different paths). As the type of unwanted signal is implementation specific and hence unknown, the correlation matrix allows varying levels of correlation to be investigated so the worst case can be identified for specification purposes.

The signals at all elements are defined as
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The complex output of the array system at far field becomes
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where 
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 denotes the complex gain of the nth radiation element, together with the phase shift due to array placement, expressed as
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Then the radiation pattern of the antenna array is the mean output power which can be obtained by taking conditional expectation over 
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and R is the array correlation matrix defined by
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Elements of this matrix denote the correlation between signals in the various transceiver paths. For example, 
[image: image59.wmf]nm

R

denotes the correlation between the signals in the nth and the mth transceiver paths, assuming that the fast fading between antenna elements is spatially correlated.
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For simplicity but still having the correlation sufficiently modelled in the coexistence study, it is proposed to assume the same correlation level 
[image: image61.wmf]r

, where 
[image: image62.wmf]r

 is a value between 0 and 1, between signals in transceiver paths, or
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Note that uniform correlation may be an over-simplification of an active array implementation, when multiple sub-arrays are within the antenna elements it is possible they have different correlation levels. The modelling of this effect is FFS.

It’s clear that 
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where U is the all-1 matrix and I is the unit matrix with 1 on the diagonal elements only. The radiation pattern is simplified as
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When 
[image: image66.wmf]1
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r

, the correlation matrix 
[image: image67.wmf]R

 is an all-1 matrix 
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, and the radiation pattern is the same as a passive antenna, if their weighting vector 
[image: image69.wmf]W

 is configured the same. Therefore the following equation can be used for legacy system with passive antenna as well.
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When 
[image: image71.wmf]0

=

r

, the correlation matrix 
[image: image72.wmf]R

 is the unit matrix I with 1 on the diagonal elements and the radiation pattern is the same as the radiation element, or the antenna shows no array gain for uncorrelated inputs.
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5.4.4.1.5
Signals and correlation matrix for multiple column

The methodology of antenna modelling for multiple columns follows the same way with that for single column in Section 5.4.4.1.4. 

The signals at all elements are defined as
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The complex output of the array system at far field becomes
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where 
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 denotes the complex gain of the radiation element of m-th column and the n-th row, together with the phase shift due to array placement, expressed as
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Then the radiation pattern of the antenna array is the mean output power which can be obtained by taking conditional expectation over 
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and R is the array correlation matrix defined by
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Elements of this matrix denote the correlation between signals in the various transceiver paths. For example, 
[image: image81.wmf])
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denotes the correlation between the signals in the {ith column, jth row} and the {kth column, tth row} transceiver paths, assuming that the fast fading between antenna elements is spatially correlated.

For simplicity but still having the correlation sufficiently modelled in the coexistence study, it is proposed to assume the same correlation level 
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, where 
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 is a value between 0 and 1, between signals in transceiver paths, or
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Note that uniform correlation may be an over-simplification of an active array implementation, when multiple sub-arrays are within the antenna elements it is possible they have different correlation levels. The modelling of this effect is FFS.

It’s clear that 
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where U is the all-1 matrix and I is the unit matrix with 1 on the diagonal elements only. The radiation pattern is simplified as
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When 
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, the correlation matrix 
[image: image88.wmf]R

 is an all-1 matrix 
[image: image89.wmf]U

, and the radiation pattern is the same as a passive antenna.
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When 
[image: image91.wmf]0
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, the correlation matrix 
[image: image92.wmf]R

 is the unit matrix I with 1 on the diagonal elements and the radiation pattern is the same as the radiation element, or the antenna shows no array gain for uncorrelated inputs.
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5.4.4.2
Summarized functions and parameters 

The parameters for the 3D antenna model are defined in Table 5.4.4.2-1 and Table 5.4.4.2-2 below:
Table 5.4.4.2-1 Element pattern 

	Horizontal Radiation Pattern 
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	Front to back ratio
	Am = 30dB

	Vertical Pattern  method
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	Side Lobe lower level
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	3D element Pattern 
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	Additional parameters are provided in A10 of Table 5.4.4.2.1-1.


Table 5.4.4.2-2 Composite array pattern for single column

	Configuration
	Single column (N-elements)

	Composite Array radiation pattern in dB 
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	Active array loss
	0 dB

	Additional parameters are provided in A10 of Table 5.4.4.2.1-1


Table 5.4.4.2-3 Composite array pattern for multiple column

<Reserved for future use >

5.4.4.2.1
Typical antenna parameters

Table 5.4.4.2.1-1 Parameter for typical passive antenna types

	Antenna type
	A1
	A5
	A10
	A15
	B5
	B10
	B15
	D5
	D10
	D15

	No of radiation elements
	1
	5
	10
	15
	5
	10
	15
	5
	10
	15

	No of columns
	1
	1
	1
	1
	2
	2
	2
	4
	4
	4

	Max array gain for a single column / dBi
	8.7
	15
	18
	19.5
	14.5
	17
	18.5
	14.5
	17
	18.5

	Max antenna gain / dBi
	8.7
	15
	18
	19.5
	17
	19.5
	21
	20
	22.5
	24

	Vertical radiating element spacing d/ 
	-
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9

	Horizontal radiating element spacing d/
	-
	-
	-
	-
	0.6
	0.6
	0.6
	0.5
	0.5
	0.5

	Vertical 3dB bandwidth of single element / deg
	65
	65
	65
	65
	65
	65
	65
	65
	65
	65

	Horizontal 3dB bandwidth of single element / deg
	65
	65
	65
	65
	80
	80
	80
	80
	80
	80

	Losses of cable network / dB
	0.5
	0.8
	1.0
	1.2
	0.8
	1.0
	1.2
	0.8
	1.0
	1.2


Note: For single column AAS antenna, to calculate the gain of an active antenna the losses of the cable network has to be added to the max gain. 

 

 AAS Max antenna gain = passive Max antenna gain + Losses of cable network
6
Study of AAS transmitter characteristics

6.1
General review of transmitter characteristics

6.2
Transmitter spatial characteristics

6.3
Simulation results

6.3.1
ACLR

Adjacent Channel Leakage power Ratio (ACLR) is the ratio of the filtered mean power centred on the assigned channel frequency to the filtered mean power centred on an adjacent channel frequency.
System simulations were performed to evaluate the downlink average and 5%CDF throughput loss of the victim system while coexisting with the adjacent system by varying ACLR value at the antenna connector. Requirement definition point is FFS. For AAS, different correlation levels between transmitters were performed to evaluate the impact on the system performance degradation. 

The detailed simulation results are present in Annex. B.

6.3.1.1 Observations

1. Cell average and 5% CDF throughput loss caused by aggressor AAS in Case 1a (AAS to Legacy) are consistent with that caused by legacy BS in Case 1c (Legacy to Legacy) with the same ACLR (per connector) assumption.

2. The impact of correlation level to the system coexistence is evaluated. Simulation results in Case 1a(AAS to Legacy) and Case 1b(AAS to AAS) show that different correlation levels have little impact on the throughput loss due to the fact that the dominant source of adjacent channel interference is due to UE ACS.
3. The impact of other downtilt values (5/20 degree) applied in aggressor system is also investigated to check how sensitive the co-existence is dependent on the downtilt value. Simulation results in Case 1b indicate that generally the throughput impact is not sensitive to the amount of tilt in the aggressor system.
4. The impact of different downtilt methods (electrical / mechanical) on the system coexistence is also evaluated. Simulation results in Case 1a~1c show that in most cases, the difference is small.

6.4
Requirements for AAS transmitters

6.4.1 Output power

In current 3GPP specifications, several different terms for the output power of the BTS are defined. All definitions share the fact the power measured is the mean power at the antenna connector in the transmitter ON period. The test purpose is to verify the actual capability of the transmitter to feed an antenna and the accuracy of the maximum output power under normal and extreme conditions for all transmitters.

Two approaches have been considered for defining AAS Output power requirements.

6.4.1.1 Approach 1

Approach 1 is to define requirements at the boundary of the transceiver array that can be translated as test requirements at either the transceiver array boundary or in the far field. 

Requirements for testing in the far field would be obtained by adding appropriate antenna array gain characteristics relating to the AAS under test to the transceiver boundary requirement.

The accuracy of the maximum total output power shall be consistent with current 3GPP specification. 

6.4.1.2 Approach 2

Approach 2 is to define requirements in the far field that can be translated as test requirements at either the transceiver array boundary or in the far field.

Requirements for testing at the transceiver boundary would be obtained by subtracting appropriate antenna array gain characteristics relating to the AAS under test.

The definition of points in space at which the power requirements should be defined (e.g. in the main lobe, or around the whole base station) should be studied further and decided in the work item (WI).
The description of the requirements by Approach 1 would be similar to existing specifications; Approach 2 would require the requirements to be described in a different manner from existing specification. How to describe the requirements is actually the work of the WI stage.

6.4.1.3 Study Item conclusions on output power

The AAS Study Item came to the following conclusions on the way forward for defining the output power requirement in the work item:

1. Capture the two approaches in the Technical Report.

2. The output power requirements can be specified as EIRP at the far field. However, the requirements shall be specified in the way that the equivalent requirements can be translated at the boundary of the transceiver array.

· The impacts imposed on the transceiver array and the antenna array by the requirements at either transceiver array or far field shall be the same.

3. The output power requirement can be specified at the boundary of the transceivers. The requirements shall be specified in the way that the equivalent requirements can be translated at the far field.

4. Further details are within the scope of WI phase.

6.4.2 ACLR requirements

In the current UMTS and LTE specifications, ACLR is defined as the ratio of the filtered mean power centred on the assigned channel frequency to the filtered mean power centred on an adjacent channel frequency. This definition can be considered for AAS BS. However, the ACLR performance of the AAS BS observed in space varies with different directions. The definition of the reference point locations in space at which the assigned channel and adjacent channel power are specified needs further study in the work item phase.

For an AAS BS, simulation results indicated that for the specific scenarios studied, ACLR of 45dB per transceiver is sufficient to fulfil the co-existence studies as detailed in TR36.942 and TR25.942. These simulations estimate the mean and 5th percentile throughput impact, while future simulations may consider and study the impact of the spatial distribution of ACLR on the spatial distribution of throughput.

The ACLR requirements can potentially be defined either at the far field or at the boundary of the transceivers. Preferably, the requirement definition point for ACLR should aim to be consistent with other AAS requirements. If the ACLR requirements for AAS BS are specified at one point or more points at the far field, how to equivalently translate between per transceiver ACLR requirements and the ACLR requirements at the far field should be within the scope of the work item phase.
7
Study of AAS receiver characteristics

7.1
General review of receiver characteristics

7.2
Receiver spatial characteristics

AAS experiences different spatial selectivity compared to fixed beam antennas. In figure 7.2-1, a visualization of spatial selectivity loss in AAS is shown. The AAS system does not achieve full spatial selectivity until after digital baseband processing of the multiple elements in the array. Hence, an interfering UE close to antenna would pose higher interferer level towards a sub-array compared to full array antenna pattern. 
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Figure 7.2-1 AAS Receiver Array Patterns

7.2.1
Element or Sub array characteristics

The effective power level of the interferer UE (or the composite power summation of multiple interferer UEs) is higher due to the lack of multi-element pattern. The close-in interferers do not experience antenna gain suppression as there is no array pattern yet. Instead, the interference signals experience the less selective pattern (more omni-directional) of the element or sub-array.
In addition the effective gain in the direction of the desired UE is lower until the spatial gain has been realized, again due to the lack of multi-element summation to/form the array pattern in the antenna. Instead the signal from the far-away desired UE experiences the same less selective pattern (low gain). Thus the desired signal appears lower in level to the front end stages.

7.2.2
AAS system characteristics

7.3
Simulation results

7.3.1
In-band blocking

The in-band blocking characteristic is a measure of the receiver’s ability to detect a wanted signal at its assigned channel in the presence of an unwanted interferer inside the operating band. 
The methodology of defining BS in-band blocking requirements for UTRA and E-UTRA is described in TR25.942 and TR36.942, i.e. system simulations were performed to evaluate the CDF distribution of the received power. In these simulations the RX power has been measured at the antenna connector (via the connected antenna) from UEs within the systems at the adjacent channel, pending discussion on requirement definition points. The in-band blocking requirement shall be the power level that the BS may receive with very low probability, for example, 0.01% for Macro BS.

In this section the simulation results for in band blocking from different companies have been captured based on the simulation scenarios and assumptions described in Section 5.4. 

7.3.1.1
Case 1a: Uplink E-UTRA AAS interferer- legacy system victim

Simulations are based on the following assumptions:

Aggressor system:

10 MHz E-UTRA with passive antenna system

Victim system:


10 MHz E-UTRA with AAS

Simulation frequency:
2000 MHz

Environment:



Macro Cell, Urban Area, uncoordinated deployment
Cell Range



750 m
The blocking level measured at the antenna connector of AAS single radiation element from UEs within the adjacent legacy system is presented in table 7.3.1.1-1.

Table 7.3.1.1-1 Blocking level for a 99.99% probability for Case 1a

	Downtilt
	Power Control
	Huawei 
	ZTE
	Ericsson

	
	
	R4-124174/R4-125469
	R4-125244
	　R4-125431

	Electrical downtilt : 9 degree
	PC1
	-44.92
	-44.8
	-43.3

	
	PC2
	-54.69
	-52.72
	-53.7

	Mechanical downtilt : 9 degree
	PC1
	-45.39
	-46.13
	-43.5

	
	PC2
	-53.94
	-57.85
	-53.4


7.3.1.2
Case 1b: Uplink E-UTRA AAS interferer- AAS victim

Simulations are based on the following assumptions:

Aggressor system:

10 MHz E-UTRA with AAS

Victim system:


10 MHz E-UTRA with AAS

Simulation frequency:
2000 MHz

Environment:



Macro Cell, Urban Area, uncoordinated deployment
Cell Range



750 m
The blocking level measured at the antenna connector of AAS single radiation element from UEs within adjacent AAS system is presented in table 7.3.1.2 -1.
Table 7.3.1.2-1 Blocking level for a 99.99% probability for Case 1b

	Downtilt
	Power Control
	Huawei 
	ZTE
	Ericsson

	
	
	R4-124174/R4-125469
	R4-125244
	　R4-125431

	Electrical downtilt : 9 degree
	PC1
	-45.03
	-45.12
	-43.4

	
	PC2
	-55.49
	-52.82
	-56.3

	Mechanical downtilt : 9 degree
	PC1
	-46.18
	-46.21
	-42.4

	
	PC2
	-54.74
	-57.69
	-54.2


7.3.1.3
Case 1c: Uplink E-UTRA legacy system interferer- legacy system victim

Simulations are based on the following assumptions:

Aggressor system:

10 MHz E-UTRA with passive antenna system

Victim system:


10 MHz E-UTRA with passive antenna system

Simulation frequency:
2000 MHz

Environment:



Macro Cell, Urban Area, uncoordinated deployment
Cell Range



750 m
The blocking level measured at the antenna connector of legacy BS from UEs within adjacent legacy system is presented in table 7.3.1.3-1.

Table 7.3.1.3-1 Blocking level for a 99.99% probability for Case 1c
	Downtilt
	Power Control
	Huawei 
	ZTE
	Ericsson

	
	
	R4-124174/R4-125469
	R4-125244
	　R4-125431

	Electrical downtilt : 9 degree
	PC1
	-46.6
	-44.35
	-41.6

	
	PC2
	-55.89
	-55.63
	-55.4

	Mechanical downtilt : 9 degree
	PC1
	-49.08
	-41.79
	-42.8

	
	PC2
	-59.15
	-53.69
	-54.8


7.3.1.4
Discussion

Simulation results show that,

1. Comparing Case 1a and Case 1c, the blocking interference signals presented at the individual receivers relating to radiating elements of the AAS are within around 1-5dB of those at the receiver of a BS equipped with passive antenna for both mechanical and electrical tilt. 

2. The blocking interference signal obtained from Case 1a is a little higher than that from Case 1b. The reason is the legacy BS with a passive antenna has a higher cable loss than the AAS, resulting in the transmit power of the UE’s  being higher and hence leading to a higher blocking level in the victim network.

Other scenarios, in particular involving different element beamwidth properties or AAS dimensionality have not been studied.

7.4
Requirements for AAS receivers

7.4.1
Requirement Reference Point

7.4.2
Reference sensitivity

There are two approaches to define the reference sensitivity level requirements. 
7.4.2.1 Approach 1

Approach 1 is to define the requirements at the boundary of the transceiver array such that they can be translated as test requirements at either the transceiver boundary or at the far field.

The transceiver boundary requirement may be derived taking into account the noise figure achievable in AAS transceivers and considering the difference in gain between AAS antenna systems and legacy antenna systems in order to achieve as a minimum requirement similar coverage to legacy base stations. 

The Work Item would need to further consider whether to trade off noise figure and coverage when higher AAS array gains are available. Trading the noise figure for option 1 would require setting multiple requirements.

Requirements for OTA tests would be derived by adding the known gain of the AAS under test to the core requirement.

7.4.2.2 Approach 2

Approach 2 is to define the requirements AAS in the far field such that they can be translated to test requirements either in the far field or at the transceiver boundary.

When setting the minimum far field requirement the achievable noise figure in AAS transceivers and the coverage achievable in legacy systems may be taken into account.

AAS systems with different levels of AAS array gain would not change a core requirement defined in far field. A large AAS gain could be used to either exceed the minimum requirement or to accept a higher noise figure in the individual transceivers.

Transceiver boundary tests for far field requirements would be derived by subtracting the array gain of the specific AAS under test.

The question of whether to trade off noise figure and coverage when higher AAS antenna array gains are available is also applicable to approach 2 and pending further investigation in the WI phase.

7.4.2.3 Study Item conclusions on reference sensitivity

The AAS Study Item came to the following conclusions on the way forward for defining the reference sensitivity requirement in the work item:

1. The RefSen level requirements can be specified to meet the throughput requirements by receiving a wanted signal at the far field or at the transceiver boundary. However, this RefSen level requirements shall be specified in the way that the equivalent requirements can be translated for conformance test

· The impacts imposed on the transceiver array and the antenna array by the requirements at either transceiver array or far field shall be the same.

2. Whether or not to trade off between the noise figure and antenna gain are within the scope of the work item.

3. Further details are within the scope of WI phase.

Editor Note: Reference sensitivity refers to the minimum RX signal level that can be detected and relates to receiver internal noise. Receiver noise will not add coherently when combined in the baseband, whereas an applied signal will. Thus the applied signal to receiver noise level will differ between the individual transceivers and the combined signal, and the SNR for the combined signal will be modified by the spatial processing. The term "sub array reference sensitivity" refers to the reference sensitivity defined at sub array level prior to RDN combining, and "system reference sensitivity" to the reference sensitivity defined after baseband combining.

7.4.3
In-band blocking
Receiver in-band blocking requirement for BS with AAS is defined to protect against high mean power level of the interferers or blocker signals. A different interferer level could potentially arise in AAS systems compared to legacy systems as a result of the difference in antenna gain between an antenna array and a single element or sub-array of an antenna array.
The in-band blocking power level is obtained by system level simulation based on un-coordinated deployment, and the in-band blocking level is the 99.99% level of the CDF of the total received power at the transceiver input. Contributors to this power level include multiple UEs which are distributed at multiple locations. 
Preliminary simulation results for a single column AAS system observed that the blocking power level for each individual receiver channel of the AAS system was similar to the in-band blocking level for a legacy BS installed with an assumed typical reference passive antenna array. Final determination will be completed in the WI phase.

The in-band blocking requirements can be specified at either the boundary of the transceivers or in the far field. 

The details as to how to implement the RF requirements in the core and testing specifications will be completed in the WI phase.
8
AAS test aspects

The purpose of testing is to verify the requirements for AAS transmitter(s) and receiver(s). This section captures the study results on the testing of AAS BS. 
There could be multiple measurement setups capable of testing AAS BS, such as Conducted Test, Over-the-Air Test, Coupling Test, Combined Test, and etc. Some of the measurement setups were studied and the key aspects are introduced in this section. 

In case that there is not an access to the antenna connectors for conductive tests, radiated tests can be the alternative. Use of more than one measurement setups is not precluded if the same level of measurement accuracy and compliance can be ensured. In this case, using the radiated measurement setups to test BS with access to antenna connectors could also be possible. 

In existing BS test specifications for core requirement verifications, such as TS36.141, the measurement setup is specified in the Annex part as informative clauses. For BS with AAS, the measurement setups will also be specified as informative clause, such as one for AAS with access to antenna connector(s), and the others for AAS without accessibility of antenna connector(s).

8.1
Comparison of different test methods

Methodologies under consideration for AAS testing are presented in 8.1.2. Each methodology has strengths and weaknesses which are considered in developing compliance tests. 

Test methodologies are compared on multiple criteria:

· Completeness. A methodology is considered complete if it can provide sufficient data to demonstrate compliance.

· Accuracy. The methodologies must provide results that correctly characterize the performance of the equipment under test. Methodologies that require extensive calibration or numerous calibration factors are sensitive to systematic error. 

· Measurement Equipment Capabilities. The methodologies must be possible to implement with commonly available test equipment. Sufficient margin must exist between the test equipment noise floor or other test equipment limitations and the characteristic in question.  Results recorded near the limits of the equipment capabilities tend to have poor accuracy.

· Repeatability.  Repeatability is a measure of the ability of a methodology to produce the same measurement results for multiple test iterations conducted by multiple test operators at multiple test sites. Methodologies that are very sensitive to calibration or subtle changes in the test environment are associated with questionable repeatability.

· Cost-effectiveness.  Given sufficient resources, any of the test methodologies could conceivably be demonstrated to produce acceptable results. However, some methodologies require significant effort and test discipline (and thus expense) to produce results with the required accuracy and place extensive demands upon test facilities. Reasonable compromises must be considered where the cost of producing acceptable results with a more complicated methodology is prohibitive. 

·  Implementation neutrality. The methodology should not place constraints on implementations. Requirements for test ports and test fixtures should be minimized.
8.2
AAS test methodologies

Several test methodologies have been proposed during the discussion. In this subclause the potential test methodologies for AAS testing are documented to facilitate the further study.

8.2.1
Conducted Test

Conducted testing is performed via ohmic contact at the antenna connector(s). Each transceiver can be tested independently or multiple transceivers can be combined through passive combiners and tested simultaneously.

Independent characterization of individual transceivers follows the existing 3GPP practice of specifying requirements at the antenna connector. Such testing requires no new procedures. Comparison of AAS conducted requirements to existing 3GPP requirements is a straightforward process of adjusting existing requirements by the gains and losses associated with the antenna array configuration.

Spatial performance of the combined transceiver and antenna array may be extrapolated from independent conducted test results, but the procedure is not straightforward and requires assumptions regarding coherent vs. non-coherent combining of differing signal types and assumptions about the uniformity of gain between the array elements. As such, conducted tests have limited value in characterizing spatial performance.

Spatial characteristics can be simulated by connecting multiple transceivers to test equipment though passive combiners and adjusting phase and attenuation for each path. TS 36.104 and TS 36.141 illustrate such testing. However, the necessary phase and attenuation adjustments require detailed knowledge of the AAS architecture under test to accurately simulate spatial characteristics. The combining apparatus induces additional loss and phase uncertainties, which may challenge the dynamic range and noise floor of test equipment. Hence, the ability of passive combiner tests to characterize spatial performance with sufficient accuracy is FFS.

The FCC has stated [3][4] that test results for multiple-antenna transmitter emissions that are based on measurements of combined signals are not acceptable for FCC type certification. The FCC allows test results to be derived by measuring individual transceivers and combined in a worst-case fashion. 

A practical limitation of both independent and combined testing methodologies is that antenna connectors in an AAS may be optimized for connection to the antenna radiator elements. This may render the connectors incompatible with commercially available test equipment.

8.2.1.1
Combiner and Splitter Approach

As an example of a conducted test, the combiner approach for the transmitter test combines the antenna array elements output into a single BS transmit output connector where tests can be performed. Similarly, a splitter approach is used for the receiver conducted tests. An illustration of conducted tests for an M×N Antenna Array using the Combiner and Splitter approach for the transmitter and receiver tests is shown in Figure 8.2.1.1-1 and Figure 8.2.1.1-2, respectively. 
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Figure 8.2.1.1-1: Combiner Approach -Transmitter test set-up for BS with AAS
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Figure 8.2.1.1-2: Splitter Approach - Receiver test set-up for BS with AAS

8.2.2
Far Field Over-the-Air Test 
Far Field Over-the-Air (OTA) testing is performed in an anechoic chamber or some other far-field test facility (e.g. outdoor open field). In OTA test data would be collected at required angle(s) which details are FFS. 
OTA testing offers the potential to provide a complete spatial characterization of an antenna system and the far field behaviours (e.g. EIRP and EIRS). In principle, it is similar to open-field testing which is frequently required by regulatory agencies for equipment type certification. Although specific OTA procedures are FFS, the test step should at least include calibration and requirements test steps. Great care must be taken with the calibration of such sites (in addition to test equipment calibration) to obtain repeatable and stable results and to avoid perturbations to the AAS system characteristics. To reduce the potential test costs the exact characteristics tested with far field OTA should be carefully studied and chose.

All existing 3GPP requirements are stated in terms that correspond to conducted tests. Developing corresponding tests for radiated tests in three dimensions would require the development of new test procedures. It also requires a corresponding translation between the current requirements and equivalent three dimension EIRP requirements. As the requirement reference point in sub-clause 6.4.1 is not decided yet, the process for translating between current measurements to EIRP/EIRS as function of horizontal and vertical angle requirements is FFS.
8.2.3
Coupling Test
Coupling tests are close-field tests conducted by arranging an array of field strength probes in a fixture which aligns the probes with the radiators of the AAS. Figure 8.2.3-1 is an illustration of the Coupling Test concept.
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Figure 8.2.3-1
Coupling Test Diagram

From Figure 8.2.3-1, the RF test fixture consists of a passive RF distribution splitter/combiner and a passive probe array. The splitter/combiner conducts the RF signal to individual probe ports (i.e. RF connectors) and combines the RF signal from each individual probe port. The number of probes in the test fixture is not necessarily equal to the number of radiators in the AAS
Far-field performance can be estimated from close-field measurements using calculations derived from electromagnetic theory. The calculations are very sensitive to the precision and accuracy of the close-field measurements, and simplifying assumptions are required to manage the complexity of the calculations. The required degree of accuracy and adequate estimation formulas are FFS. Though the details are FFS, the test should at least include two steps: calibration and measurement. 
This form of testing provides a single connection point for testing the receiver and transmitter sections of the AAS. It avoids the need for direct connection to the AAS transceiver but requires the design of a custom close passive coupler device.  The fixture must be accurately aligned to the AAS enclosure to ensure repeatable measurements with required accuracy. 

The Coupling test method also presents challenges to the test equipment. The close-field coupler should allow testing over the entire frequency range covered by the Technical Standards (i.e., 9 kHz to 12.75/19 GHz for spectral emissions, even if only CATA/CATB requirements apply). The setup should support all applicable UTRA and E-UTRA bands for collocation and coexistence measurements. The electrical characteristics of the close-field probe should be characterized very accurately over this entire frequency band so that the probe response can be de-embedded from the measurements.

8.2.4
Combined Test

8.2.4.1
Combined Conducted and Over-the-Air Test

In this section, the combined use of Conducted and Over-the-Air test approaches is described. It consists of first using the Over-the-Air test (OTA) methodology, as described in Section 8.2.2 to measure and quantify some aspect of the antenna performance followed by a Conducted test of the transceiver. 

In the first step, antenna performance obtained during the validation phase where measurements using OTA can be employed e.g. the difference in antenna gains between the single element antenna and the complete passive array antenna over a range of azimuth and elevation angles, which are measured using OTA test. The results of these measurements are then processed to be applied towards the second step where Conducted tests, as described in Section 8.2.1 can be employed. 
A Combined Test approach can be illustrated below in Figure 8.2.4.1-1. 
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Figure 8.2.4.1-1: Combined Conducted-OTA Test
The details of processing in the two steps are to be defined later for the specific RF requirement. 
8.2.4.2
Combined Close Field Coupling and Over-the-Air Test

In this section, the combined use of closed field coupling and Over-the-Air test approaches is described. It consists of first using the Over-the-Air Test methodology to measure and quantify some aspect of the antenna performance followed by a Conducted test of the transceiver array. 

In the first step, antenna performance is obtained by OTA testing and the measurements are then processed to be applied towards the second step. In the second step, coupling test is employed to achieve RF requirements.

The test details are to be defined later.

8.2.5
Rayleigh Faded Multipath Over-the-Air test

Rayleigh faded multipath Over-the-Air test requires a reverberation chamber. Inside the chamber the mode stirrers and the reflecting metal walls generate a Rayleigh fading environment. The measurement antennas, or the AAS antennas if for receiver measurements collect the power representing the average from all directions if the measurement time is long enough. The Rayleigh faded multipath Over-the-Air test is not capable of capturing the spatial effects of an AAS. The method gives Total Radiated Power (TRP) and Total Received Sensitivity (TRS) measured of the whole sphere. 
Introducing absorption material in the reverberation chamber to change the propagation modes is also possible for particular measurements. The detailed test methods are FFS.
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Figure 8.2.5-1
Rayleigh Faded Multipath Over-the-Air test Diagram
8.2.6
Near-Field Probe Scanner Test

The physical dimensions of a test range can be reduced by adopting near-field probe scanner measurement method, where the near-field is measured in certain position by a measurement probe mounted in a mechanical scanner. Applying analytical methods the measured near-field can be converted to far-field radiation characteristics, such as gain patterns. The near-field measured data (amplitude and phase) is acquired by using a probe to scan field close to the radiating element. The position of the probe is characterized by coordinates (x, y, zo) in the xyz-coordinate system of the antenna under test (AUT). During the scanning, zo is kept constant, while x and y are varied. The dimensions of the near-filed scanning aperture must be large enough to accept all significant energy radiated from the AUT. The measured near-field data E(x,y,zo) is transformed into a plane wave spectrum, by a two-dimensional Fourier transform resulting in a far-field pattern. The probe response is de-convoluted from the AUT angular response.

For certain BS antenna configurations it may be better to utilize cylindrical or spherical scanning techniques where the near-field is probed on a cylindrical or spherical surface instead of a plane surface. In the cylindrical scanning technique, the AUT is rotated around the z-axis of a xyz-coordinate system in  steps, while the probe is moved on the cylindrical surface at various heights relative to the xy-plane in z steps. The probe is located at a distance, which is the smallest cylinder radius enclosing the AUT. The cylindrical scanning enables obtaining the exact azimuth pattern but limited elevation pattern due to the truncation of the scanning aperture in z direction. The cylindrical scanning technique is suitable for BS antenna measurements since it will capture the wide beam characteristics in the azimuth plane well and also capture the narrow beam characteristics in the vertical plane.

The accuracy of the near-field measurement is determined by: RF reflections, mechanical errors, truncations errors and system errors. A near field range is suitable for placement in a shielded chamber with absorption material on the inside minimizing reflections and RF interference. 

This method is commercially accepted for BS antenna testing in transmission mode. The feasibility for testing BS antennas in reception mode is FFS.
[The end of text proposal]
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