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Introduction
In RAN4#110bis meeting, RAN4 discussed on Rel-19 AI/ML for NR air interface and agreements are captured in [1]. There are still some issues related to testability and interoperability for CSI feedback enhancement that needs to be further discussed. In this contribution, we will present our views on the following issues: 
-	Standardization steps for Option 3; 
-	Simulation assumption;
-	Option 4 for 2-sided model.
Discussion
Standardization steps for Option 3
RAN4 spent lots of time discussing the steps of defining test decoder in spec in previous meetings. In RAN4#	110 meeting, a table was created to identify the crucial factors that have significant impacts on test decoder, but it seems difficult to align companies’ understandings. In RAN4#110bis, a flow chart is provided in [3] which is quite clear and we have a similar view as the flow chart. 
In our understanding, RAN4 are still working on the step-1~3 in the flow chart which can be further discussed based on the table in issue 4-3 in [4]. And the priority, in our opinion, among the discussed factors is as follows: 
-	1st priority: Model type (transformer / CNN / MLP). 
-	2nd priority: Constraint conditions (Maximum memory / complexity, etc.). 
-	3rd priority: Evaluation metrics (SGCS, etc.). 
As the flow chart shows, iterations are required to get the final trained test decoder that all companies will agree with. Therefore RAN4 should determine the most important aspects in RAN4#111 meeting for simulations. The impacts of other aspects can be further studied. 
Proposal 1: RAN4 discuss the following aspects in high priority for standardization/simulation for Option 3: 
-	1st priority: Model type (transformer / CNN / MLP). 
-	2nd priority: Constraint conditions (Maximum memory [10 M] / complexity [15 M], etc.). 
-	3rd priority: Evaluation metrics (SGCS, etc.). 
The impacts of other aspects can be further studied in iterations. 
Simulation assumption
To start the evaluations of all candidate factors for Option 3, the simulation assumption should be aligned first to save companies’ efforts. A short discussion on the simulation assumption was carried out in RAN4#110bis but no agreement was achieved due to limited time. From our perspective, we agree to use the simulation assumption in Table 6.2.1-2 in TR 38.843 as a starting point, the proposed simulation assumption is shown below: 
Table 1: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Carrier frequency
	2GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15kHz for 2GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model (Delay spread)
	CDL-C (300 ns) as baseline, CDL-A (30 ns) as optional.

	UE speed
	3kmhr

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation 

	Rank per UE
	Rank 1. 

	Evaluation metrics
	SGCS

	Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.


Other factors are open to discuss. 
Proposal 2: The following simulation assumptions can be the starting point: 
Table 1: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Carrier frequency
	2GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15kHz for 2GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model (DS)
	CDL-C (300 ns) as baseline, CDL-A (30 ns) as optional.

	UE speed
	3kmhr

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.

	Rank per UE
	Rank 1. 

	Evaluation metric(s)
	SGCS

	Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.


Other factors are open to discuss. 
Option 4 for 2-sided model
[bookmark: _GoBack]In last meeting, there are some proposals discussing how to continue to study the feasibility of option 4. In our opinion, RAN4 should focus on the feasibility of Option 3 at current stage due to limited time before checkpoint in Sept. And Option 4 can be further considered after Option 3 is confirmed feasible, since some conclusions obtained in Option 3 discussions can be helpful for Option 4 discussions. For example, some unimportant conditions identified in Option 3 discussions can be relaxed or excluded from RAN spec to leave some implementation flexibility to TE vendors, which, in our understanding, is Option 4. 
Observation 1: Some unimportant conditions identified in Option 3 discussions can be relaxed or excluded from RAN spec, which, in our understanding, is Option 4. 
Proposal 3: RAN4 focus on feasibility of Option 3 due to limited time before checkpoint in Sept, and come back to study Option 4 after Option 3 is confirmed feasible, if possible, to leave some implementation flexibility to TE vendors. 
Conclusions
This paper discussed some issues related to AI/ML for CSI feedback enhancement, and some proposals are provided:
Proposal 1: RAN4 discuss the following aspects in high priority for standardization/simulation for Option 3: 
-	1st priority: Model type (transformer / CNN / MLP). 
-	2nd priority: Constraint conditions (Maximum memory [10 M] / complexity [15 M], etc.). 
-	3rd priority: Evaluation metrics (SGCS, etc.). 
The impacts of other aspects can be further studied in iterations. 
Proposal 2: The following simulation assumptions can be the starting point: 
Table 1: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Carrier frequency
	2GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15kHz for 2GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model (Delay spread)
	CDL-C (300 ns) as baseline, CDL-A (30 ns) as optional.

	UE speed
	3kmhr

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.

	Rank per UE
	Rank 1. 

	Evaluation metric(s)
	SGCS

	Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.


Other factors are open to discuss. 
Observation 1: Some unimportant conditions identified in Option 3 discussions can be relaxed or excluded from RAN spec, which, in our understanding, is Option 4. 
Proposal 3: RAN4 focus on feasibility of Option 3 due to limited time before checkpoint in Sept, and come back to study Option 4 after Option 3 is confirmed feasible, if possible, to leave some implementation flexibility to TE vendors. 
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