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1 Introduction

In R99 the Iu-cs, Iub and Iur interface use AAL2/ATM transport in the user plane that takes care of the required QoS. R00 will include the option of IP transport interfaces for the UTRAN and must therefore rely on IP mechanisms to provide appropriate QoS. Furthermore, it is very likely that the IP transport network would carry not only UTRAN traffic but other traffic as well. 

2 Discussion

The AAL2/ATM transport provides the separation of real-time user-, signalling- , O&M- and background- (non UTRAN) traffic in a way that takes care about the required QoS. This is not the case in a IP transport network. Although IP provides mechanisms of service separation (DiffServ) a well-known problem is “head-of-line-blocking”, where a large frame with low priority that is just send on the link slows down a small high-priority packet that arrives in that moment. A common solution to this problem is segmentation of the long frames and an appropriate rescheduling of all packets. For UTRAN traffic only this could be done in a layer above IP and below the UTRAN protocols. But such a solution neglect the non UTRAN background traffic.

Background traffic can not be excluded from the IP transport network, as it could be one reason why a operator chooses IP as transport technology. The typical packet size density derivation of www traffic has its peaks at 64Byte and 1500Byte
. A 1500Byte packet introduces on a E1 link the jitter of 6,25ms. Therefore, segmentation must be provided for background traffic also or the network must be oversized.

3 Proposal

· Include the following sentence into section 5.6 of [1]:
The IP transport network should be not restricted to carry UTRAN traffic only. There can always be background traffic in the network. Mechanisms that provide QoS or efficient bandwidth utilization must take this into account.
 

· Include the following sentence into section 5.7 of [1]:
Mechanisms that provide efficient bandwidth utilisation must take into account the QoS requirements of all UTRAN traffic also in case of background traffic.
· Change section 6.3 of [1] in the following way:
6.3 QoS

This study area is related to the QOS mechanisms that may be in the upper layers. For example, an IP stack may use the IETF diffserv mechanisms to effect QOS. However, Diffserv provides the tools but does not define the policies of the QOS architecture. For example, QOS must be provided for individual user services, and packets must be marked accordingly. 

At IP layer, Diffserv, RSVP or over-provisioning may be used.

In the UTRAN there are three planes involved, the User plane, the Control plane and the Management plane. Though the characteristics of the users in these planes differ (PDU size, QoS requirements, etc.), they are all sharing the same transmission and potentially interfering each other. Additionally non UTRAN traffic will also share the transmission network. That background traffic can not be excluded from the IP transport network, as it could be one reason why a operator chooses IP as transport technology.
When evaluating any mechanism, one should consider its applicability for all three planes and the background traffic. This approach enables a unified basis for the QoS and for the efficient utilisation of transport resources.

The role of Layer 2 and Layer 1 in the QoS and/or in the transport resource efficiency needs to be considered when specifying the requirements towards L2/L1. Requirements to L2/L1 should be minimised.

In an IP network, the deployment of QoS features is not sufficient to ensure guarantee of service. The network shall be correctly dimensioned, so that the expected service can be provided.  The provisioning of resource must be done with some over-dimensioning factor depending on the maximum packet size. The bigger the real-time packets, the more resource will be necessary.

6.3.1 Fragmentation 

6.3.1.1 General

Fragmentation is required to adjust packets to the Maximum Transmission Unit (MTU) size of the path, and, for slow links, to prevent short, time sensitive packets from being delayed by large packets in front of them on a link. For example, with a rate of 384 kbps and a TTI of 80 ms a data payload size of 3840 bytes will result. The RLC might segment this data but all the segments (transport blocks) are multiplexed into the same packet (transport block set). 

Fragmentation must be performed also on the background traffic or the network must be oversized. The typical packet size density derivation of www traffic has its peaks at 64Byte and 1500Byte
. A 1500Byte packet introduces on a E1 link the jitter of 6,25ms.
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� This results from the Ethernet MTU size  (1500Byte) and the small packet size of  TCP acknowledgements (64Byte).


� That reason is basically the same that justifies small cell size in ATM, to provide QoS.


� This results from the Ethernet MTU size  (1500Byte) and the small packet size of  TCP acknowledgements (64Byte).
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