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1 Description
RAN3 has sent a response LS to SA2 in S2-143420/ R3-142627 (Reply LS on MME control for consistence of S1-U and S1-MME address type), in which RAN3 propose that the MME should determine the address type to be used for the user plane except in the case of HeNB behind an HeNB GW which does not terminate the user plane.

It seems that RAN3 has not taken into account the dual connectivity case, as explained below. 

CT4 has warned RAN3 in their LS R3-141558/ C4-141621 (LS on S1-U tunnel switch for Dual Connectivity): “CT4 noted the LS on MME control for consistence of S1-U and S1-MME address type from SA2 to RAN3 (S2-142009) and assume the issues highlighted by SA2 may affect Dual connectivity feature where the user planes are handled in different eNodeB's.”
But RAN3 has answered to this specific point in S2-142985/ R3-142093 (Reply LS on S1-U tunnel switch for Dual Connectivity): “RAN3 thought the issues highlighted by SA2 (S2-142009) are common for both DC and non-DC features. There is no need to have a specific discussion for dual connectivity and the same principle of handling transport layer address types is applied to both DC and non-DC feature.”

The problem we see in Dual Connectivity is that the MME cannot always derive the user plane address type of the eNB: indeed, it is possible that the SeNB uses IPv6 on S1-U while the MeNB uses IPv4, or vice versa. In such case, if MeNB supports IPv4 the MeNB needs to know in advance the IPv6 SGW IP address and TEID for the UL user plane. This is because whenever the MeNB sends a SeNB Addition/Modification Request to the SeNB for SCG bearer offload it needs to include it.

Therefore, when the eNB and the MME support Dual Connectivity and SGW is dual stack, the MME needs to send both IP version types of SGW addresses to the MeNB, so that the MeNB can either select the one suitable for the selected SeNB , or, alternatively forward those two addresses so that the SeNB can pick the suitable one.

Taking again our example, the MeNB needs to receive both IPv4 and IPv6 UL SGW IP addresses in the E-RAB setup. Then at the time of SeNB Addition Request it will either: 
· Forward both IP addresses to SeNB over X2 and SeNB will select IPv6 to operate the S1-U of the SCG in IPv6,

· Decide itself to only send the IPv6 address over X2 to the SeNB if it happens to know (by some configuration means) that the SeNB uses IPv6 for its S1-U.

Additional use cases: direct bearer setup in SeNB
It should also be noted that having the MME not sending the two types of addresses in the UE triggered service request / UE requested PDN connectivity procedures, would make impossible to setup the bearer onto the SeNB during these two procedures. This issue should also be considered because it may result in possible rejection of the service if the MeNB has not enough resources, even if the SeNB has appropriate resources.

Finally, because the MME does not know whether a specific eNB supports Dual Connectivity or not, it needs to always send both types of SGW addresses to any eNB whenever the network support dual connectivity with SCG bearer option. 
Proposal

It is proposed to agree that when the SGW provides two types of IP addresses (IPv4, IPv6)  to the MME and the network operates in dual connectivity SCG bearer option, the MME always send both IP addresses to the eNB to allow appropriate selection of the SeNB S1-U IP address type by an MeNB.
Companion CRs are provided. 


















