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1 Introduction

At the last RAN3#59 meeting it has been left for further analysis to investigate the potential packet disordering and service disruption impact of switching the sGW after an X2 handover via the Path Switch Request procedure (an issue that has been identified also in the response LS from SA2 [1]). In this contribution we analyze the performance impacts of this solution in comparison with sGW change via the S1 based handover procedure and conclude that no considerable performance difference can be expected.

2 Discussion
2.1 Serving GW Relocation at X2 Handover
In Figure 1 we show the message sequence of the X2 handover procedure with sGW relocation focusing on the path switch part of the procedure. We have highlighted the occasions where a disordering of uplink packets as well as a disordering of downlink packets may occur. 

After the UE has arrived to the target cell the target eNodeB starts to send downlink data and receive uplink data from the UE. At that point the downlink packets are arriving via the forwarding path, i.e., on the PDN GW – source sGW – source eNodeB – target eNodeB path. In the uplink the eNodeB delivers the UL packets to the source sGW. 

Downlink

After the path has been switched at the PDN GW from the source sGW to the target sGW, the downlink packets will arrive to the target eNodeB on the new direct path via the target sGW. At that point there can still be downlink packets on the forwarding path, which may arrive in a mixed order with the downlink packets on the direct path, in which case the reordering has to be solved by the eNodeB. In the intra-sGW X2 handover case the reordering function in the eNodeB is supported by the sGW sending an end of stream packet on the old path immediately before the switch. In the sGW relocation case the end of stream packet cannot be sent by the sGW. (In this case the end of stream packet could be sent from the PDN GW but we cannot assume that the PDN GW will support this function.)
We note that this is no difference from sGW relocation via the S1 handover procedure, where no end of stream packet will be sent either. A slight difference, though, in this case is that after an X2 handover the eNodeB normally expects to receive an end of stream packet and may optimize its reordering function accordingly, while in the S1 handover case the eNodeB does not expect such a packet by default. 
As the reception of an end of stream packet can never be guaranteed (as they can be lost, etc.,), the eNodeB anyway has to be prepared to perform the reordering without receiving such a packet. In case no end of stream packet is received, the reordering might introduce a short interruption, assuming that a timer based solution is used to wait for the last packet on the forwarding path (depending on the implementation). This is, however, no difference from sGW relocation at S1 handover, which indicates that no performance drawbacks in downlink reordering can be expected with sGW relocation at X2 handover as compared to the sGW relocation at S1 handover. 
Uplink

After the UE has arrived to the target cell the uplink packets are delivered via the source sGW until the Path Switch Request Ack message is received, which will reconfigure the UL tunnel endpoint toward the target sGW. This means that there is a time interval (after the handover) during which there can be UL packets in the network both on the old path and on the new path and a small delay difference on the two paths may result in an out of order arrival at the PDN GW (as well as at the corresponding node). We note that it can be an implementation option to wait with the delivery of UL packets from the eNodeB toward the EPC until the Path Switch Request Ack message is received, if one wants to mitigate the disordering of uplink packets.
Note also that such disordering of uplink packets may occur also in the S1 based sGW relocation, although the likelihood of such out of order arrivals to occur might be slightly smaller in the S1 case due to that the new UL tunnel endpoints are configured in the target eNodeB during handover preparation and not “on-the-fly” once the delivery of UL packets have started from the target eNodeB (see also Section ‎2.2 for more discussion). 
Finally, it is important to point out that a rerouting of packets in any packet switched network (e.g., in an IP network) and in particular the change of the mobility anchor point, inevitably results in the potential of packet disordering. However, the rare occurrence of such rerouting occasions also mitigates the potential performance impacts. 
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Figure 1: sGW relocation at X2 handover

2.2 Serving GW Relocation at S1 Handover

The message chart of a combined sGW/MME relocation at an S1 handover is shown in Figure 2, focusing again only on the path switching part, which is relevant from the packet disordering point of view.
Downlink

As it has been mentioned above, the same downlink disordering problem exists at the S1 handover based relocation as at the X2 handover based relocation. That is, the target eNodeB cannot rely on the end of stream packet to solve the reordering. 
In principle, the target eNodeB may know from the sGW address provided by the MME during handover preparation whether the S1 relocation will involve a relocation of the sGW as well, which may help the target eNodeB to optimize its reordering accordingly but the importance of such optimizations is considered to be negligible. 
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Figure 2: sGW/MME relocation at S1 handover

Uplink

For a disordering of uplink packets to occur in the S1 based relocation case, the last uplink packets sent on the old path prior to the handover have to arrive at the PDN GW (or correspondent node) later than the packets sent after the handover on the new path (see also the figure). This means that there needs to be a delay difference between the old and the new path larger than the radio switching delay (~20 ms) in order for this to occur. Assuming that the target sGW is located closer to the target eNodeB than the source sGW, which is the most likely reason why the sGW has been relocated, the delay on the new path will be shorter than the delay on the old path. Therefore, a disordering to occur is not unlikely in this scenario either.
3 Conclusion

Based on the analyses above we can summarize the following conclusions with regards to sGW relocation at X2 handover vs. at S1 handover from a packet disordering point of view:
· In the downlink both solutions have the same impact on the reordering function, which comes from the fact that no end of stream packet can be sent in case of sGW relocation. Therefore the eNodeB has to rely on some fallback mechanism, e.g., relying on a timer to perform the reordering, which might introduce some small interruption in the packet stream (depending on the implementation). Note that this applies equally for both solutions. 

· In the uplink, a packet disordering to occur has a slightly higher chance in the sGW relocation at X2 handover than in the S1 based relocation. However, a packet disordering to occur cannot be ruled out in either case. 
· We also point out that a rerouting in any packet switched network (e.g., in an IP network) and in particular the change of the mobility anchor point in this case, inevitably results in the potential of packet disordering. However, the rare occurrence of such rerouting occasions makes any potential performance implications negligible.
In summary, we can conclude that no performance difference can be seen with sGW relocation done at an X2 and at an S1 handover. Therefore we propose for RAN3 to support the solution for sGW relocation at an X2 handover, already agreed in SA2, and accept the corresponding text proposal to 36.413 in [2].
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