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Introduction
Current options for content synchronization [1] require a timestamp to be associated with each data unit of MBMS content that is transmitted to the eNode-Bs involved in providing the service. The time stamp is the absolute time or radio frame number at which each eNode-B in the SFN area is to commence transmission of the associated unit of data. An eNode-B only transmits at the times or radio frames for which a unit of data having the appropriate/valid time stamp has been received. Such content synchronization options require either

· eNode-B functionality (RLC and MAC) to be duplicated in the mUPE or

· the mUPE to be provided with details of eNode-B’s radio bearer configuration details (RLC, MAC configuration details)

An alternative to timestamping individual data units is proposed which avoids duplication of eNode-B functionality in the mUPE and avoids the need for eNode-B radio bearer configuration details to be provided to the mUPE. The proposal involves signaling a time for commencing the synchronized transmission of a block of data units (termed a super-frame) and the inclusion of a cumulative byte count with each unit of data sent between the mUPE and involved eNode-B. The proposed scheme has the following advantages:

· consistent with the LTE unicast architecture

· reuses the S1 interface

· is resilient to packet loss on the S1 interface

2. Super-frame Based Content Synchronization

[image: image1]
Figure Y.1: User Plane Architecture for Super-frame Based Content Synchronisation

Figure Y.1 depicts an approach for Super-frame Based Content Synchronization which is consistent with the architectural principles agreed for LTE unicast. For SFN, all involved e-Node-Bs have identical radio bearer configurations (RLC, MAC etc.) and transmission of radio frames is synchronised.
Content synchronisation is provided on the S1 via a new protocol layer S-SYNC added below PDCP.

The S-SYNC protocol has 2 messages, S-SYNC-R and S-SYNC-D. S-SYNC-R is a control message sent to involved e-Node-Bs to indicate the time at which they should commence new transmissions and includes the PDCP sequence number
 of the first packet that eNode-Bs should next expect to receive. S-SYNC-D is the message which transports PDCP PDUs and a cumulative PDCP byte count is included in the S-SYNC-D header (where the cumulative byte count = number of PDCP bytes sent in previous packets + number of PDCP bytes in the current packet).
The mUPE is provided with the air interface transmission rate, the worst case maximum transmission delay between the mUPE and any involved eNode-B, and δ
.
The mUPE sends S-SYNC-R containing a timestamp T, and N (where N = the sequence number of the next PDCP packet) before commencing to forward a block of packets (the super-frame) to the involved eNode-Bs. Typically T is set to the current time + worst case maximum transmission delay + δ.
While packets are delivered to eNode-Bs at a fairly constant rate then an eNode-B is able to correctly deal with any S-SYNC-D messages which are not received (i.e. an eNode-B can take appropriate action and maintain synchronization). However whenever the mUPE begins transmission following some period of inactivity then S-SYNC-R must be sent to ensure that eNode-Bs are synchronised to simultaneously transmit subsequently received PDCP PDUs at the same time. 

Detailed rules governing the circumstances in which the mUPE sends S-SYNC-R messages are out of the scope of this document. However it is anticipated that they may be sent periodically, when the mUPE detects that it has not received packets for some time and/or whenever the mUPE receives packets following some period of inactivity (taking into account air interface transmission rate and eNode-B queuing capabilities).
The rules concerning eNode-B behaviour with regard to the S-SYNC protocol need to be fully specified in order to ensure correct MBMS SFN operation. A detailed specification is out of the scope of this document. The rules are based on the requirement of  each eNode-B to generate RLC/MAC PDUs for transmission at T, T + t, T +2t, T + 3t,…..etc (where t = interval between radio transmissions) from the received set of S-SYNC-D messages containing a PDCP sequence number ≥ N. An eNode-B is required to generate RLC/MAC PDUs containing padding bytes (alternatively an eNode-B is required not transmit frames containing missing PDCP PDUs) in the case of missing S-SYNC-D messages using cumulative byte counts contained in received S-SYNC-D messages..
Summary of the main features of Super-frame Based Content Synchronisation:

· consistent with the LTE unicast architecture

· reuses the S1 interface

· a simple protocol is introduced on the S1 interface to provide synchronised transmission of blocks of PDCP PDUs 
· is resilient to packet loss on the S1 interface
3.


Proposal
RAN3 is requested to discuss the proposal for LTE MBMS SFN Super-frame Based Content Synchronization and to agree that the text included in Section 2 of this contribution should be included as a new section 6.19.2.5.? (before the current Section 6.19.2.5.4).
3.
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Introduction

We suppose that S-SYNC-R is received, with next expected PDCP PDU sequence number = 1, by all involved eNode-Bs and that the following S-SYNC-D messages (see Figure A.1.1) are sent by the mUPE to the involved eNode-Bs:


[image: image2]
Figure A.1.1: S-SYNC-D packets transmitted by mUPE

If all of these S-SYNC-D packets are correctly received by an eNode-B then that eNode-B will transmit the following RLC/MAC PDUs at time T, T + t, T + 2t, etc., as shown in Figure A.1.2.

[image: image3]
Figure A.1.2: RLC/MAC PDUs to be transmitted at T, T + t, T + 2t etc. assuming all S-SYNC-D packets are correctly received.

In the following sections we consider what happens when S-SYNC-D packets are not received correctly.

A.2
Packets lost in the middle of the Super-frame

We consider 2 examples.

A.2.1
 One
packet not received correctly

For example, if the 2nd S-SYNC-D message, the message containing B, is not is not received then RLC/MAC PDUs can be generated assuming padding (bytes set to zeros) by reference to the 1st and  the 3rd S-SYNC-D message, the message containing C (see Figure A.2.1)


[image: image4]
Figure A.2.1: One packet not correctly received

A.2.2

2 consecutive packets not received correctly
For example, if the 2nd and 3rd S-SYNC-D messages, the messages containing B and C, are both not received then it can be determined by reference to the 1st and 4th S-SYNC-D messages that 2 PDCP PDUs carrying a total of 1500 bytes have not been received but it cannot be exactly determined what the lengths of missing packets were. However the eNode-B can make a decision on how to generate an appropriate set of RLC/MAC PDUs (taking account of the missing messages) by using rules such as those given in Annex B.

The eNode-B can therefore make a decision the lengths for PDCP PDUs 2 and 3 should be determined to both be 750 bytes in length and can generate the RLC/MAC PDUs shown in Figure A.2.2.1.


[image: image5]
Figure A.2.2.1: 2nd and 3rd packets not received.

If the 3rd and 4th packets were not received correctly then PDCP PDUs 3 and 4 would be determined to be 750 and 300 bytes in length respectively and the eNode-B would generate the RLC/MAC PDUs shown in Figure A.2.2.2.

.

[image: image6]
Figure A.2.2.2: 3rd and 4th packets not correctly received
A.3
Packets Lost At Start of Super-frame

If  packets are lost at the beginning of the super-frame then an eNode-B constructs the RLC/MAC PDUs for potential transmission in frames T, T + t, T + 2t ….etc. by reference to S-SYNC-D packets correctly received.

For example if the 1st packet is not received correctly then RLC/MAC PDUs can be generated from the 2nd S-SYNC-D received correctly and padding (bytes set to zeros) can be appropriately inserted (see Figure A.3.1)

[image: image7]Figure A.3.1: 1st packet not received correctly

If the 1st and 2nd S-SYNC-D packets are not received correctly then RLC/MAC PDUs can be generated from the 3nd S-SYNC-D received correctly and padding (bytes set to zeros) can be inserted using similar rules to those adopted in Section A.2.2. (see Figure A.3.2).

[image: image8]Figure A.3.2: 1st and 2nd packets not received correctly

A.4
Packets Lost At End of Super-frame

In this case an eNode-B’s receive buffer is empty and it cannot therefore use S-SYNC-D messages received after the lost S-SYNC-D message(s) to generate RLC/MAC PDUs for transmission. One option would be for it to generate dummy RLC/PDUs (padded with bytes set to zeros) with PDCP PDU length set to be the same as the last one received. So in the case where no S-SYNC-D message is received after the 5th, the one containing E, then RLC/MAC PDUs would be generated as shown in Figure A.4.1.


[image: image9]
Figure A.4.1: Packets lost at end of Super-frame or eNode-B’s receive buffer becomes empty
A.5
Discussion/Comment

Some discussion with RAN1 would seem to be needed regarding eNode-B behaviour in the case where content transmitted by the mUPE is not received or is received incorrectly. Such a discussion would seen to be appropriate in the context of any scheme which follows the LTE unicast architecture (i.e. the schemes described in Section 6.19.2.5.3 of [1]).

1) Is an e-Node B required to not transmit radio frames which would have contained the missing content?

2) Is an e-Node-B required to pad (zero bytes) the positions which would have been occupied by the missing content?

If the answer to 1) is YES then for the case shown by Figure A.2.1 an eNode-B would not transmit frames T+t and T+2t and for the case shown by Figure A.2.2.1 an eNode-B would not transmit in frames T+t, T+2t, T+3t and T+4t.

If the answer to 2) is YES then an eNode-B would transmit as indicated by Figures A.2.1, A.2.2.1, A.2.2.2, A.3.1, A.3.2 and A.4.1. YES would seem to assume that there would be a satisfactory consequence of combining radio frames associated with these figures with that associated with Figure A.1.2.
 Annex B:
Rules for Determining Lengths of Missing Packets (Example for 2 Consecutive Missing Packets)
For the case where both packets n and n+1 are missing:

if length (n-1) < cumulative_byte_count(n+2) – cumulative_byte_count(n-1) – length(n+2)


 then 



length(n) := length(n-1) 



length (n+1) := cumulative_byte_count(n+2) – cumulative_byte_count(n-1) – length(n+2) 








– 
length(n) 



else if length(n+2) < cumulative_byte_count(n+2) – cumulative_byte_count(n-1) – 
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length(n) := length(n+2) 




length (n+1) := cumulative_byte_count(n+2) – cumulative_byte_count(n-1) – 
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else






length(n) := integer (cumulative_byte_count(n+2) – cumulative_byte_count(n-1) 











– length(n+2))  ∕ 2)






length(n+1) := cumulative_byte_count(n+2) – cumulative_byte_count(n-1) – 
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Synchronised and Identical Traffic Handling in RLC, MAC and physical layers on the same SAE Bearer PDUs in the different eNodeBs yields L2 content synchronism. 
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	s = RLC sequence number


	l = RLC length indicator
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� It is not clear how current options[1] which reuse the S1 interface cope with packet loss on the S1 interface.


� It is assumed that in LTE PDCP can be configured so that a sequence number is included in every PDCP PDU. 


� Where δ is the queuing time for the first packet of a super-frame for an eNB for which the transfer delay is equal to the "worst-case maximum transmission delay" (in other words it represents a lower bound to the queuing time for the first packet at a eNB).
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