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1. Introduction

In current 3GPP the concept of Intra Domain Connection of RAN nodes to Multiple CN nodes is defined. The basic principles of the concept are explained in the following section. Implications for SAE/LTE and a proposal are discussed thereafter.
1.1 Release 6 Redundancy/load sharing concept (TS 23.236)
According to the concepts described in TS 23.236 the strict hierarchy which restricted the connection of a RAN node to just one CN node is abandoned by allowing a RAN node to be served by multiple CN nodes of a CN domain in a so called “pool area”. 
A pool area is defined as comprising of one or more RAN node service areas served by multiple CN nodes.   
From a RAN perspective the pool area comprises several RAs/LAs that are served by several CN nodes (One or more of the CN nodes in this “pool-group” may in addition serve areas outside the pool area or serve other pool areas.). 
The main advantage of such a redundancy concept is that the served area of CN nodes within this pool is enlarged compared to the service area of one CN node. A UE is served by one CN node of a pool area as long as it is within the coverage of the pool area. This results in less inter-CN node updates, context transfers and relocations as they occur only if the UE leaves the service area of the pool. This can accommodate different mobility patterns of users. HRL accesses during mobility procedures e.g. location updates are reduced as well and consequently an increase related to the duration of the procedure is achieved (service interruption times is reduced). 
Another important aspect is the higher service availability in case a CN node fails because another CN node in the pool-area may provide the service. The possibility of smooth capacity upgrades within a pool is a further essential point in such concepts (see [2, 3]). 
This concept required some functional additions in both, the network and the UE. A routing mechanism was defined in RAN and CN nodes based on a numbering-subspace in the TMSI (NRI – Network Resource Identifier/IDNNS – Intra Domain NAS Node Selector) which has to be configured in a co-ordinated way by O&M among the affected nodes which enables the routing of initiating NAS messages to the CN node keeping the relevant contexts [1].
2. Discussion
The SAE/LTE system shall support redundancy concept/load sharing of network nodes as well. With respect to redundancy/load sharing concepts, similar concepts are assumed for SAE/LTE as currently present in Release 6. 
2.1 Redundancy concept for SAE/LTE
2.1.1 Principles 

Dependent on the actual implementation, it can be assumed that respective routing information will be communicated to the UE in order to enable the affected nodes to route CN related signalling towards the responsible node. For short, this routing information is called NRI for SAE/LTE concepts as well.
In order to ensure reduced node-update (context transfer) related signalling, enable load sharing among CN nodes, increased network reliability and the possibility to easily upgrade the capacity a pool area concept is assumed to be defined in SAE/LTE as well.   

The location of the entity that resolves the NRI in order to contact the CN node keeping the UE context needs to be decided, which is discussed in the following.
2.1.2 Placing the NRI routing function in the eNode B 
Concepts that foresee LTE_IDLE handling in CN

Concepts that foresee handling of UEs in LTE_IDLE in the CN and propose to reduce the RAN architecture to one type of RAN node only will have to place the NRI routing function in the eNodeB.
If the eNode B is responsible to determine based on the NRI the serving CN node (GSN) the NRI –> GSN association needs to be known in each eNode B. This is regarded to be not feasible or at least extremely uncomfortable to handle. If NRI routing function is placed in one “central” eNodeB only, this node would need to show a much higher reliability than today’s NodeBs.

It can be therefore concluded that this possibility should not be selected due to co-ordination effort and bad scaling properties. 

Concepts that foresee LTE_IDLE handling in RAN

For concepts that foresee handling of UEs in LTE_IDLE in RAN and propose to reduce the RAN architecture to one type of RAN node only, it is assumed that TNL UP resources are already established between the eNodeB and the CN node, if the UE doesn’t move to a cell outside the eNodeB serving area. Otherwise, another eNodeB would need to resolve the NRI and contact the responsible CN node (or, alternatively search for the UE context in other eNodeBs within the Tracking Area).
2.1.3. Placing the NRI routing function in a centralised C-Plane Server
The centralized C-plane node within E-UTRAN (CPS -Control Plane Server) receives the initial signalling messages and is responsible to determine the serving GSN based on the NRI. The NRI/GSN relation is stored and processed by the control plane server for all incoming connection setup requests received via eNodeBs, which are associated to the control plane server instead of processing it in each eNodeB. To have this functionality only in one node (CPS) compared to several nodes (eNodeBs) reduces required updates of NRI/GSN tables (performed by O&M).
3. Proposal
The principles of the 3GPP concept for redundancy concept/load sharing of network nodes should be kept also for SAE. 
It has been shown that providing redundancy for CN nodes still require a related routing mechanism to be implemented on the RAN side. 
Pros and cons for different placement of the (NRI) routing function have been discussed and it is Siemens’ view that the requirement to support redundancy/load sharing mechanisms in SAE/LTE gives another good argument to handle C-plane functions in RAN in a centralised way.
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