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Introduction

TS 25.214 specifies the TPC pattern to be used by the Node B in case of initial UL synchronization of a RL. However the specification does not cover the Node B behaviour in case of UL re-synchronization after the initial UL synchronization (i.e. in case the Node B looses the RL synchronization). In this document we suggest that the Node B behaviour in such situation is covered by the core specification.

Description

Initial synchronization
Table 1 shows the TPC pattern  which has to be used by the Node B during the initial acquisition phase. This behaviour is mandated in TS 25.214, section 5.1.2.2.1.2.
Table 1 – TPC pattern during initial UL synchronization

	Number of RLS
	TPC pattern

	1

(UE not in inter Node B SHO)
	(Nx01)+1

Example: 01010110101011

	>1

(UE in inter Node B SHO)
	All Up

Example: 11111111111111


Subsequent re-synchronization
In the case of subsequent UL re-synchronization for that RL, even though the situation is pretty similar as in the case of initial synchronization, the core specification does not specify any behaviour in terms of TPC pattern to be transmitted by the Node B. Consequently there are 4 possible scenarios depending on the number of RLS and TPC pattern used by the Node B as shown in table 2.
Table 2 – Possible scenarios for subsequent acquisition

	Number of RLS
	TPC pattern

	
	(Nx01)+1
	All  UP

	1

(UE not in inter Node B SHO)
	1) Same as initial synchronization
	2) UE may reach maximum transmit power level and transmit at higher power than necessary until the Node B re-acquires the RL. 

	>1

(UE in inter Node B SHO)
	3) As a consequence of TPC combining the UE may reach minimum transmit power level and all the RLS may be removed.
	4) Same as initial synchronization


Scenario 1) and 4) are in line with the initial synchronization procedure.
Scenario 2) may result in momentary reduction in UL capacity.
Scenario 3) may result in deletion of all the RLS.
Proposal
Release-99 & Release-4
We suggest that the Release-99 and Release-4 correction cover the issue associated with scenario 3).
The proposal would be to add a sentence in TS 25.214 such that the use of the “all UP” TPC pattern is mandated whenever the Node B looses RL synchronization and the corresponding number of RLS is higher than 1.
Release-5 & beyond

For release 5 and beyond we suggest that the proper behaviour is specified such that neither scenario 2) nor scenario 3) ever materialize.
Assuming that Release-99 and Release-4 are corrected such that scenario 3) is taken care of, subsequent correction should only be concerned with scenario 2). This in turn requires corrections to the Iub and Iur interfaces such that the Node B is constantly aware of the RLS status (i.e. whether the number of RLS is one or more for that particular context) and can select the appropriate TPC pattern.
Given the impact on Iur and Iub interface procedure (would likely result in additional Iur/Iub traffic) such correction should be justified with appropriate performance analysis resulting from the occurrence of scenario 2).
Summary
In this document we have described one particular scenario which will possibly result in performance reduction and we have suggested corrections to Release-99 and beyond to improve the system.

Annex A – Effect of TPC combining with Nx01 pattern
Example

Table 3 and table 4 show a simple (constructed) example with 3 RLS where RLS 1 is assumed to use respectively the Nx01 and all UP pattern. We assume that RLS2 and RLS3 are in sync and both request the UE to go up (best case situation relative to the TPC combining) and we insert one TPC bit error in each TPC stream (which represents about 10% TPC error rate). The last row of each table shows the output of the TPC combining procedure (assuming or of the downs with all TPC bits deemed reliable) and the last column shows the cumulative PC step for each RLS and for the combined TPC.
Table 3: TPC combining with Nx01 pattern

	
	Slot 1
	Slot 2
	Slot 3
	Slot 4
	Slot 5
	Slot 6
	Slot 7
	Slot 8
	Slot 9
	Cumulative PC step

	RLS1
	0
	1
	0
	1
	1
	1
	0
	1
	1
	+3

	RLS2
	1
	0
	1
	1
	1
	1
	1
	1
	1
	+7

	RLS3
	1
	1
	1
	0
	1
	1
	1
	1
	1
	+7

	Combined
	0
	0
	0
	0
	1
	1
	0
	1
	1
	-1


Table 4: TPC combining with “all UP” pattern

	
	Slot 1
	Slot 2
	Slot 3
	Slot 4
	Slot 5
	Slot 6
	Slot 7
	Slot 8
	Slot 9
	Cumulative PC step

	RLS1
	1
	1
	1
	1
	1
	1
	0
	1
	1
	+7

	RLS2
	1
	0
	1
	1
	1
	1
	1
	1
	1
	+7

	RLS3
	1
	1
	1
	0
	1
	1
	1
	1
	1
	+7

	Combined
	1
	0
	1
	0
	1
	1
	0
	1
	1
	+3


Despite the fact that the system is trying to increase the UE transmit power as seen by the cumulative TPC sum for RLS2 and RLS3 (RLS1 is using a fixed TPC pattern, thus not reflecting actual power requirement) we note that when using the Nx01 pattern the resulting UE transmit power is actually reduced. On the other hand when using the all UP pattern the UE transmit power is increased.
Proof
Consider a standard-compliant UE that performs the OR of the downs combining of the TPC commands (we assume that the TPC commands are deemed reliable) and that is in soft handover with, e.g., NodeB A and B. Suppose NodeB A (“A”) RLS is in-sync while NodeB B (“B”) RLS is out-of-sync.  Let us assume that the TPC bit from both links has the same error rate p (0 < p < 1). Suppose A sends x1 x2 x3 ..... where xi denotes the ith TPC bit from the NodeB. Suppose B sends 0101... N times ... 1. Our aim is to show that in this scenario, the UE’s transmit power experiences a net downward drift. We will demonstrate this even in the most optimistic scenario, namely, when A is sending all ups. Given the pattern transmitted by B, and assuming A sends all up commands, there are only two possibilities for the TPC bits sent in a particular slot:

· (A=1, B=0). This occurs N times per period in the pattern of length 2N+1.

· (A=1, B=1). This occurs N+1 times per period in the pattern of length 2N+1. 

The UE’s transmit power goes up if and only if both TPC commands are decoded as up commands. If (A=1, B=0), this requires that A should be received correctly and B should be received in error. If (A=1, B=1), this requires that both A and B should be received correctly.

Pr{UP} = Pr{A=1, B=0} * Pr{A received correctly, B in error} + Pr{A = 1, B  = 1}*Pr{ both received correctly}  = (N)/(2N+1) * (1-p)* p + ((N+1)/(2N+1))* (1-p)2
Pr{DOWN} = 1 – Pr{UP}

The average drift per slot = deltaTPC * ( pr{UP} – pr{DOWN} ). Consider the following example: Suppose deltaTPC = 1 dB (a typical value), p = 5%. Then, if N = 14, the above calculations imply an average drift of approximately -3 dB per 100 ms. It is easy to see that if this condition persists for even a fraction of a second, the UE’s power falls rapidly to a level where neither NodeBs can reliably receive the UE. This effect gets more pronounced as the TPC bit error rate p increases (although at some point the TPC bits may be deemed unreliable and discarded by the UE) and is ameliorated by decreasing the value of N.
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