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RAN-WG3 at its #14 meeting, Helsinki, Finland, discussed an issue regarding the synchronisation of the starting timing of power balancing for NodeBs. 

Some companies see the problem when the power balancing is not executed at the same timing (CFN) between NodeBs (Asynchronous case), and give solutions on how to simultaneously execute the power balancing (Synchronous case). For detail, please see the attached discussion papers from NEC and Alcatel. 

However, during the discussion, delegates in RAN-WG3 could not get the satisfied result in the case when TPC error occur, the case which was not shown in both NEC and Alcatel discussion paper. Therefore RAN-WG3 would like to ask RAN-WG1 for their help, provide some helpful information especially to answer the questions below:

1) How many percentage of the TPC error occurs during the duration of the connection?

2) Could RAN-WG1 give their opinion on whether there is a need to include a synchronisation of Power Balancing.
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1 Introduction


This document explains why synchronisation of power balancing is required and proposes a simple mechanism to synchronise power balancing in all Nodes B of a UE active set. A related CR to 25.433 is presented in a separate document.


2 Discussion


The power balancing procedures aims at correcting the drifts of Tx Power between the different Node B of a UE active set, these drifts being due to different errors on TPC commands on each radio link. With the DL power control messages, the SRNC may provide the same reference power to each Node B, or a different one if a permanent shift in Tx power is desired.


According to the current NBAP and RNSAP specifications, the DL power control messages do not contain any time information to indicate when the power balancing algorithm shall start in the Node B. Due to different traffic loads on the Iub links with each Node B, the DL power control messages may be received within a time window of 10 to 20 ms or more. If each Node B starts its downlink power balancing algorithm at a different time, this will lead to a constant unexpected shift between the transmitted powers of each Node B, which is the opposite effect expected from this procedure ! Indeed, each Node B will apply the downlink power balancing starting with a Pinit take at different times, so that even if there was no error on TPC commands, there would still be a residual drift between Tx powers corresponding to the difference between the Pinit values. When applying consecutive adjustment periods, the initial drift (difference of powers due to the previous adjustment) is well compensated by the procedure, but the drift due to the difference between the initial powers used for the power balancing still remains.


This is illustrated on the figures below for an ideal case without errors on TPC commands. The effect of TPC commands would of course be superimposed to this phenomenon in a real network. We suppose Node B1 and Node B2 have the same Tx Power at time t0 and they receive a DL power control message at time t1 and time t2 respectively, containing the same value of Pref (goal is to keep equal powers in all Nodes B). In the first figure, each Node B starts adjusting its power immediately after receiving the DL power control message. We can see that after convergence to Pref has been reached, there is a constant shift equal to Pinit2 - Pinit1 between the two Tx Powers. This was of course not the intention of the procedure ! For the second adjustment period, this drift is corrected by the procedure, but a new drift appears, corresponding to the new difference between Pinit1 and Pinit2. On the contrary, in the second figure, both Node B start adjusting their power at the same time tPbal, with an initial drift. After the first adjustment period, the drift is compensated and they keep being aligned after the second adjustment period.
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Figure 1 : Downlink power balancing without synchronisation
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Figure 2 : Downlink power balancing with synchronisation


This example shows that, without a synchronisation of power balancing actions between the Nodes B, it is impossible to correct the drift of powers, even without TPC errors. If TPC errors are considered, the residual drift would be added to the drift due to power control errors. This clearly prevents from an optimal performance of the procedure.


In order to solve the above problem, it is proposed to synchronise the beginning of the downlink power balancing in all Nodes B. However, to avoid any fine time alignment between RNC and each Node B on NBAP signalling, or a burden similar to the synchronised reconfiguration, it is proposed to achieve the synchronisation directly in the Nodes B. For doing that, it is proposed that each Node B starts the convergence algorithm in slot 0 at a specific frame number, for instance at CFN 0 modulo ‘Adjustment Period’. This mechanism does not require any fine time synchronisation of the DL power control messages sent to the different Node B, and ensures that all Node B would converge to their reference power at the same time (without considering potential TPC commands errors during the convergence time of course). Since the starting time for applying a new reference power is not given by the RNC and that each Node B may receive the update at slightly different times, it is possible that all Nodes B don’t apply the last updated value in one adjustment period. This should not be critical since the update of reference power is not expected to be so frequent and in any case, the misalignment will be fully corrected in the next adjustment period, once all Nodes B have received the latest update of reference power. Having no synchronisation time being managed by RNC may on the other hand speed up the reaction time in most cases since there is no need to consider any margin to make sure that all Nodes B have received the reference power before using it for power balancing.


3 Conclusion


According to the discussion above, CRs to 25.433 and 25.433 are proposed in order to modify the behaviour of the Node B in reception of a Downlink Power control message. The CRs are presented in separate documents.
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1. Summary

A more detailed study of the power balancing solution adopted in RAN3#13 has shown us that unsynchronized execution of Power Balancing results in sub-optimal performance.


The problem arises when Adjustment Periods don't start and finish simultaneously. In this case power convergence for all radio links is not fully achieved due to the different contributions of TPC commands at the moments when power-balancing corrections are calculated. (See Figure 1 for a graphic example. A fictitious setting of parameters is chosen to stress the effect)

The solution is simple and doesn't involve extra signaling of CFN numbers. There's just a need to force that Adjustment Periods start and finish at the same frame numbers for all radio links.


More detailed description follows. If one of the solutions is taken during this meeting, CRs will be made to present the necessary changes.
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The value of parameters that are used  in Figure1 is: r is 0, Pref is 2 dB, Adjustment Period is 4 slots, Max adjustment step is 2 slot (0.5 dB).

In synchronous case, start timing is slot 3 for both P(1) and P(2).


In asynchronous case, start timings are slot 1 for P(1), and slot 3 for P(2).


To see the slide show, please double click the icon below.
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2. Synchronous and Asynchronous cases for Power Balancing

In the synchronous case, power balancing is executed for every radio link at the same timing. On the other hand, asynchronous execution doesn't involve a common starting time for all radio links. 

3. Overview of power balancing mechanism


When a UE is in soft handover among a set of Node-Bs, the Node-Bs start power balancing in response to DL power control messages. In power balancing, the Node-Bs calculate the power balancing adjustment within one adjustment period using the following formula: 
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(1)


where Pref is the value of the DL Reference Power IE, Pinit is the power at the beginning of the adjustment period and r is given by the Adjustment Ratio IE.

According to the agreed CR in the last meeting, the range of adjustment period is 1 frame to 300 frames, let’s consider the case of adjustment period equal to one frame and another case where that is other than one frame. 


Case 1:  Adjustment period of one frame


With adjustment period of one frame, the calculation timing is synchronized among the set of Node-Bs even if the Node-Bs receive DL power control messages at different timings because the repetition of the power balancing would be restarted at any frame number.


Case 2:  Adjustment period longer than one frame


With adjustment period longer than one frame, the calculation timing is not always synchronized among the set of Node-Bs if the Node-Bs receive DL power control messages at different timings. In the next chapter, the possible problems are shown due to such as this kind of asynchronous case. 


4. Possible problems for Power balancing in asynchronous case


The example of this chapter assumes that power balancing in one adjustment period is considered.  It is also supposed for simplicity that a UE is in soft handover in two Node-Bs and there are no any TPC bit errors in the adjustment period. The transmit power control in adjustment periods 1 and 2 are shown in Figure.2. 
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Fig. 2 Power balancing in asynchronous case (r = 0).


From Figure 2, the transmit powers are described in the following formulas:


P1(T4) = P1(T1) + Pinner(T1,T4) + (1 – r){Pref – P1(T1)} 

(2)


P2(T4) = P2(T1) + Pinner(T1,T4) + (1 – r){Pref – P2(T2)}

(3)


where


    P1(t), P2(t):
Transmit power of two Node-Bs at time t

    Pinner(t1,t2):
Inner loop power control between time t1 and t2


The P1(T1) + Pinner(T1,T4) shows the normal inner loop power control for P1, and P2(T1) + Pinner(T1,T4) shows the normal inner loop power control for P2.


(1 – r){Pref – P1(T1)} shows the power balancing for P1, and (1 – r){Pref – P2(T2)} shows power balancing for P2.


From Equations (2) and (3), the following equation is derived:


P1(T4) – P2(T4) = P1(T1) – P2(T1) – (1 – r){P1(T1) – P2(T2) – P2(T1) + P2(T1)}


                   = r{ P1(T1) – P2(T1)} + (1 – r){P2(T2) – P2(T1)} 


 (4)


Equation (4) means the following performance in the synchronous and asynchronous cases:


· Synchronous case (T1 is equal to T2): If T1 is equal to T2, the transmit power difference between Node-Bs decreases in terms of the value of the adjustment ratio r in the adjustment period. When the adjustment ratio r is 0, the difference becomes zero in the adjustment periods.


· Asynchronous case (T1 is not equal to T2): If T1 is not equal to T2, the transmit power difference may decrease or increase due to P2(T2) – P2(T1), which is the difference of transmit power in different timings. When the adjustment ratio r is 0, the difference between P1(T4) – P2(T4) is equal to P2(T2) – P2(T1), which changes randomly in every adjustment period.


The power balancing in the long term is the repetition of the adjustment periods considered in the given formula (1). In the long term, the transmit power difference decreases constantly in the synchronous case, for example the adjustment period is one frame. On the other hand, the transmit power difference between two Node-Bs decrease or increase in the asynchronous case. 


Figure 1 shows an example for synchronous and asynchronous cases. In synchronous case, 0.5 dB is subtracted from P(2) at slots 3,4,5, and 6,  and P(2) becomes equal to P(1) after slot 6. In this example, power adjustment in a slot is equal to max adjustment step. However, in asynchronous case, power P(2) will not approach P(1).


The next chapter shows some possible solutions to solve the above problem of the asynchronous power balancing.


5. Solutions


    There are three solutions to improve the performance of power balancing as follows:


Solution 1: Periodical restart of adjustment period

The power adjustments are started at the first slot of a frame with CFN mod Adjustment Period = 0, and are repeated for every adjustment period, where CFN is the connection frame number. At the beginning of a frame with CFN = 0, the power adjustments are restarted. (The restart is needed because DL power control messages may be received a little before a frame with CFN = 0 at one Node-B and a little after the frame at the other Node-B.) The range of Adjustment periods is limited to 1 to 256 frames.


Solution 2: Limited number of adjustment periods

The power adjustments are started at the first slot of a frame with CFN mod Adjustment Period = 0, and are repeated for every adjustment period, where CFN is the connection frame number. Adjustment periods are limited to 1, 2, 4, 8, 16, 32, 64, 128, and 256 frames.

Solution 3: Removal of adjustment period longer than one frame


The power adjustments are started at the first slot of a frame, and are repeated for every frame. In this solution, Adjustment Period IE can be removed because adjustment periods are limited to one frame.


There is a trade off between flexibility in the selection of adjustment period and simplicity in the algorithm, which is summarized in Table 1.


Table 1 Comparison of three solutions


		

		Solution 1

		Solution 2

		Solution 3



		Range of adjustment period

		1 to 256 frames

		1, 2, 4, 8, 16, 32, 64, 128, and 256 frames

		1 frame



		Start

		At limited frames

		At limited frames

		At any frames



		Restart

		Needed

		Not needed

		Not needed





6. Conclusion

We suggest that one of the three solutions is agreed in the meeting to improve the performance of power balancing.

NEC favors solution 3 over solution 2 and solution 2 over solution 1 for design simplicity reasons although the three of them fully address the problem.
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