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1 Introduction

This document explains why synchronisation of power balancing is required and proposes a simple mechanism to synchronise power balancing in all Nodes B of a UE active set. A related CR to 25.433 is presented in a separate document.

2 Discussion

The power balancing procedures aims at correcting the drifts of Tx Power between the different Node B of a UE active set, these drifts being due to different errors on TPC commands on each radio link. With the DL power control messages, the SRNC may provide the same reference power to each Node B, or a different one if a permanent shift in Tx power is desired.

According to the current NBAP and RNSAP specifications, the DL power control messages do not contain any time information to indicate when the power balancing algorithm shall start in the Node B. Due to different traffic loads on the Iub links with each Node B, the DL power control messages may be received within a time window of 10 to 20 ms or more. If each Node B starts its downlink power balancing algorithm at a different time, this will lead to a constant unexpected shift between the transmitted powers of each Node B, which is the opposite effect expected from this procedure ! Indeed, each Node B will apply the downlink power balancing starting with a Pinit take at different times, so that even if there was no error on TPC commands, there would still be a residual drift between Tx powers corresponding to the difference between the Pinit values. When applying consecutive adjustment periods, the initial drift (difference of powers due to the previous adjustment) is well compensated by the procedure, but the drift due to the difference between the initial powers used for the power balancing still remains.

This is illustrated on the figures below for an ideal case without errors on TPC commands. The effect of TPC commands would of course be superimposed to this phenomenon in a real network. We suppose Node B1 and Node B2 have the same Tx Power at time t0 and they receive a DL power control message at time t1 and time t2 respectively, containing the same value of Pref (goal is to keep equal powers in all Nodes B). In the first figure, each Node B starts adjusting its power immediately after receiving the DL power control message. We can see that after convergence to Pref has been reached, there is a constant shift equal to Pinit2 - Pinit1 between the two Tx Powers. This was of course not the intention of the procedure ! For the second adjustment period, this drift is corrected by the procedure, but a new drift appears, corresponding to the new difference between Pinit1 and Pinit2. On the contrary, in the second figure, both Node B start adjusting their power at the same time tPbal, with an initial drift. After the first adjustment period, the drift is compensated and they keep being aligned after the second adjustment period.
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Figure 1 : Downlink power balancing without synchronisation
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Figure 2 : Downlink power balancing with synchronisation

This example shows that, without a synchronisation of power balancing actions between the Nodes B, it is impossible to correct the drift of powers, even without TPC errors. If TPC errors are considered, the residual drift would be added to the drift due to power control errors. This clearly prevents from an optimal performance of the procedure.

In order to solve the above problem, it is proposed to synchronise the beginning of the downlink power balancing in all Nodes B. However, to avoid any fine time alignment between RNC and each Node B on NBAP signalling, or a burden similar to the synchronised reconfiguration, it is proposed to achieve the synchronisation directly in the Nodes B. For doing that, it is proposed that each Node B starts the convergence algorithm in slot 0 at a specific frame number, for instance at CFN 0 modulo ‘Adjustment Period’. This mechanism does not require any fine time synchronisation of the DL power control messages sent to the different Node B, and ensures that all Node B would converge to their reference power at the same time (without considering potential TPC commands errors during the convergence time of course). Since the starting time for applying a new reference power is not given by the RNC and that each Node B may receive the update at slightly different times, it is possible that all Nodes B don’t apply the last updated value in one adjustment period. This should not be critical since the update of reference power is not expected to be so frequent and in any case, the misalignment will be fully corrected in the next adjustment period, once all Nodes B have received the latest update of reference power. Having no synchronisation time being managed by RNC may on the other hand speed up the reaction time in most cases since there is no need to consider any margin to make sure that all Nodes B have received the reference power before using it for power balancing.

3 Conclusion

According to the discussion above, CRs to 25.433 and 25.433 are proposed in order to modify the behaviour of the Node B in reception of a Downlink Power control message. The CRs are presented in separate documents.
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