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1. Introduction
In last RAN3#121bis meeting Rel-18 WI on RAN AI/ML was further discussed and some agreements for both Stage 2 and Stage 3 were reached [1][2][3][4][5]. In this paper, further general considerations on the remaining open issues and further Stage 2 descriptions are discussed with some suggestions being proposed.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
In the last RAN3 meeting, as part of the discussion on the Energy Saving (ES) use case in [4], it was agreed that
Support of the AI/ML function does not apply to ng-eNBs (E-UTRA nodes connected to 5GC).
[bookmark: _GoBack]Moreover, further Stage2 clean-up on the TS 38.300 BLCR has been done in order to clarify aspects concerning the reporting of the measured UE trajectory, the scope of the cell-based UE trajectory prediction as well as the triggering of the collection for both the measured UE trajectory and UE performance feedback. All of the above has been reflected in the latest version of the BLCR for TS 38.300 in [6].
In the rest of this paper we will analyze the remaining open point from previous RAN3 meetings, i.e., the “validity time” of the AI/ML predictions as well as further aspects of the requested prediction time, and provide corresponding proposals for the “validity time” definition and usage within the new agreed class 1/2 procedures of Data Collection Reporting Initiation and Data Collection Reporting.
A Stage2 TP for the BLCR for TS 38.300 is also provided in the Annex.
3. Discussion
3.1 “Validity time” of the AI/ML prediction information
Even though the “validity time” of the prediction information has not been discussed in the last meeting, and referring to the discussion in RAN3#119bis-e, there were some draft FFS regarding the “validity time” copied below from the RAN AI/ML Stage 2 SoD in [7] – see text highlighted in yellow:
To be continued:
FFS whether the Requested Prediction time consists of a time interval.
FFS whether validity time needs to be defined, e.g. as follows:
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid
We think that RAN3 should discuss and agree on definition of the “validity time” of the prediction information, whose graphical representation is reported in Figure 1 as τ for the case of one-time reporting and the “requested prediction time” is configured as the time instant in the future t1.
[image: ]
[bookmark: _Ref138320519][bookmark: _Ref145686363]Figure 1 - "Validity time" of the prediction information (one-time reporting case).
By referring to Figure 1, in our view the “validity time” of the prediction information is an information optionally provided along the prediction which indicates to the requesting node that it is allowed to use the prediction received at time t2 and beyond (i.e., until t2 + τ ); if the requested node does not provide the “validity time” τ of the prediction along with the prediction itself, then it means that the prediction information is only valid (and hence needs to be used) at the time the prediction is received by the requesting node (i.e., at the time instant t2). By providing the “validity time” of the prediction information the requesting node can potentially use the prediction information over a longer period of time, not only at the time instant t2 when the prediction is received. The “validity time” of the prediction is determined by the requested node (i.e., by the node that makes inferences) and hence it is specified in the DATA COLLECTION UPDATE message. Therefore, we propose: 
Proposal 1: RAN3 to agree to the definition of “validity time” as the time period within which the requested prediction information is considered valid for being used by the requesting NG-RAN node. 
Proposal 2: In case of one-time reporting, the “validity time” of the prediction information is optionally indicated in the DATA COLLECTION UPDATE message along with the prediction information.
For the periodic reporting we need to discuss the relation between “reporting periodicity” and “validity time” of the prediction information in the following two cases – refer to Figure 2 for a graphical representation of these cases, where the “requested prediction time” is configured as the time instant in the future t1:
· Case 1: The “reporting periodicity” (e.g. 60s) is shorter than the “validity time” (e.g. 120s) of the prediction information, refer to the left part of Figure 2. In this case, the prediction information can be considered as valid by default and used within the whole time period T, i.e., until the next DATA COLLECTION UPDATE message carrying a new prediction is received. Hence the “validity time” is not needed to be signalled by the requested node in the DATA COLLECTION UPDATE message along with the prediction information.
· Case 2: The “reporting periodicity” (e.g. 60s) is greater than the “validity time” (e.g. 30s) of the prediction information, refer to the right part of Figure 2. To address this scenario, we think that the same behavior as in the one-time reporting applies, i.e., the “validity time” of the (n+1)th prediction information (n = 0, 1, …, N) can be optionally signalled by the requested node in the (n+1)th DATA COLLECTION UPDATE message along with the prediction information to allow the requesting node to keep on using the prediction information also beyond the time instant (t2+nT) where it received the prediction itself.
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[bookmark: _Ref138326149]Figure 2 - Relation between "validity time" and "reporting periodicity" of the prediction information.
Based on the analysis above we propose the following:
Proposal 3: In case of periodic reporting, if the “reporting periodicity” is greater than the “validity time” of the prediction information, the same behaviour of the one-time reporting applies, i.e., the “validity time” can be optionally indicated in the DATA COLLECTION UPDATE message along with the prediction information.
Proposal 3bis: In case of periodic reporting, if the “reporting periodicity” is shorter than the “validity time” of the prediction information, the “validity time” is not needed to be signalled along with the prediction information.
3.2 Further aspects of the “Requested prediction time” IE
In RAN3#121 meeting (August 2023) it was agreed that the possibility to configure the “requested prediction time” as a time interval in the future is not pursued in Rel-18:
Introducing the time interval in the case of one-time reporting and periodic reporting is not pursued in R18.
The encoding of Requested Prediction time as Integer with maximum value as 60 seconds with extensible IE structure.
Hence, in Rel-18, the “requested prediction time” can only be configured in the DATA COLLECTION REQUEST message as a time instant in the future (t1 in Figure 1), with a maximum value of 60s. Moreover, RAN3 eventually discussed and converged on how the “requested prediction time” relates with the “reporting periodicity” in case of periodic reporting of predictions by agreeing the following:
The prediction in each DATA COLLECTION UPDATE message is generated at a requested prediction time by shifting by the existing reporting periodicity.

Another aspect that in our view needs to be analyzed is related to the fact that currently the “requested prediction time” t1 configured in the DATA COLLECTION REQUEST message applies to all the items within the Report Characteristics IE for which the requesting node (Node 1 in Figure 1 and Figure 2) asks for predictions. And this is valid regardless of the reporting type, i.e., one-time or periodic. 
The question to be answered is: how to address the issue of requesting predictions for the items listed in the Report Characteristics IE of the DATA COLLECTION REQUEST message, where different predictions need to be generated for different “requested prediction times”? For instance, assume that if Node 1 indicates in the DATA COLLECTION REQUEST message that it asks for predictions for the following items: “Predicted Radio Resource Status” and “Predicted RRC connections” items, but such predictions need to be generated for different “requested prediction times”, say tRESSTAT for the “Predicted Radio Resource Status” and tRRC for the “Predicted RRC connections”. In our view, this scenario can be addressed by initiating multiple agreed new class1/2 procedures, each procedure with a specific “requested prediction time” for the specific item, hence without specifying multiple “requested prediction times” in the same DATA COLLECTION REQUEST message. Therefore, we propose:
Proposal 4: In case different “requested prediction times” need to be considered for different items for which a prediction is requested, multiple agreed new class1/2 procedures can be initiated, each procedure with a specific “requested prediction time” for the specific item.
3.3 On the need of more new procedures for RAN AI/ML
For the agreed new class1/2 procedures over Xn there were intensive discussions in RAN3 which led to the definition of these procedures to be both use case agnostic (agreement from RAN3#117bis-e meeting [8]) as well as data type agnostic (agreement from RAN3#119bis-e meeting [9]). There is still a remaining open issue from RAN3#117bis-e meeting [8], copied below for convenience:
-	It’s FFS on whether more new procedures needed to transfer different types of AL/ML data (e.g., feedback, measurements for training/inference). 
The main issue here is what kind of information could be included/transferred using these potential new procedures for RAN AI/ML, in addition to the already agreed new class 1/2 procedures. 
In the RAN3#119bis-e meeting, as part of the discussion on the Stage 3 aspects for enabling the inference-based Energy Saving (ES) use case [10], there was a discussion on how to signal a request for an estimation of the Energy Cost for an “Additional Load”. On top of the option of re-using the already introduced Data Collection Reporting Initiation procedure (formerly known as AI/ML Information Reporting Initiation at the time of this discussion) to signal to the requested node a description of the “Additional Load” and the Data Collection Reporting procedure (formerly known as AI/ML Information Reporting) to allow the requested node to report the estimation of the Energy Cost, it was proposed to introduce a new Class 1 procedure where the requesting node requests an estimation of the Energy Cost for an “Additional Load” and where the requested node responds with such estimation. 
Even if RAN3 eventually agreed in the last meeting that both the “Additional Load” and the inferred Energy Cost are not pursued in Rel-18 [11], we would like to take the above as an example to avoid repeating the same (time-consuming) discussions that RAN3 had in the past by stating that, for the sake of reducing the complexity and aiming at a unified AI/ML framework which is applicable to all the inference-enabled use cases, it would be better to consider re-using the already agreed new class 1/2 procedures as much as possible, which also provide enough flexibility in configuring the request and reporting of the inferred/actual/current metrics’ values depending on the use case to address.
Moreover, the approach of re-using the already agreed new class 1/2 procedures is in line with the agreements of having use case and data type agnostic procedures. Based on these arguments, we do not see the need to introduce additional new procedures for requesting and reporting different types of AI/ML data. Hence, we propose:

Proposal 5: The already agreed new class 1/2 procedures could be used for transferring predicted information, UE performance feedback information as well as use case specific current/actual/measured metrics. Details should be discussed on a use case basis.
3.4 Stage2 TP to the BLCR for TS 38.300
Further clarifications (not concerning the above treated aspects) on top of the latest version of the Stage2 BLCR are provided in the Annex.
Proposal 6: RAN3 to agree the Stage2 TP to the BLCR for TS 38.300 in the Annex. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we have the following proposals:
Proposal 1: RAN3 to agree to the definition of “validity time” as the time period within which the requested prediction information is considered valid for being used by the requesting NG-RAN node. 
Proposal 2: In case of one-time reporting, the “validity time” of the prediction information is optionally indicated in the DATA COLLECTION UPDATE message along with the prediction information.
Proposal 3: In case of periodic reporting, if the “reporting periodicity” is greater than the “validity time” of the prediction information, the same behaviour of the one-time reporting applies, i.e., the “validity time” can be optionally indicated in the DATA COLLECTION UPDATE message along with the prediction information.
Proposal 3bis: In case of periodic reporting, if the “reporting periodicity” is shorter than the “validity time” of the prediction information, the “validity time” is not needed to be signalled along with the prediction information.
Proposal 4: In case different “requested prediction times” need to be considered for different items for which a prediction is requested, multiple agreed new class1/2 procedures can be initiated, each procedure with a specific “requested prediction time” for the specific item.
Proposal 5: The already agreed new class 1/2 procedures could be used for transferring predicted information, UE performance feedback information as well as use case specific current/actual/measured metrics. Details should be discussed on a use case basis.
[bookmark: _Toc423020280]Proposal 6: RAN3 to agree the Stage2 TP to the BLCR for TS 38.300 in the Annex. 
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6. Annex: TP to 38.300 (based on BL CR in R3-235953)
******************************************Start of 1st Change****************************************
[bookmark: _Toc109153710]3	Abbreviations and Definitions
[bookmark: _Toc46501875][bookmark: _Toc109153711][bookmark: _Toc52551206][bookmark: _Toc29375965][bookmark: _Toc20387886][bookmark: _Toc37231822][bookmark: _Toc51971223]3.1	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1], in TS 36.300 [2] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1] and TS 36.300 [2].
5GC	5G Core Network
5GS	5G System
5QI	5G QoS Identifier
A-CSI	Aperiodic CSI
AGC	Automatic Gain Control
AI	Artificial Intelligence
AKA	Authentication and Key Agreement
AMBR	Aggregate Maximum Bit Rate
AMC	Adaptive Modulation and Coding
AMF	Access and Mobility Management Function
ARP	Allocation and Retention Priority
BA	Bandwidth Adaptation
BCCH	Broadcast Control Channel
******Unchanged Text Omitted******
	EC					Energy Cost
******Unchanged Text Omitted******
MBS	Multicast/Broadcast Services
MCE	Measurement Collection Entity
MCCH	MBS Control Channel
MDBV	Maximum Data Burst Volume
MEO	Medium Earth Orbit
MIB	Master Information Block
MICO	Mobile Initiated Connection Only
ML	Machine Learning
MFBR	Maximum Flow Bit Rate
MMTEL	Multimedia telephony
MNO	Mobile Network Operator
MPE	Maximum Permissible Exposure
MRB	MBS Radio Bearer
MT	Mobile Termination
MTCH	MBS Traffic Channel
MTSI	Multimedia Telephony Service for IMS
MU-MIMO	Multi User MIMO
Multi-RTT	Multi-Round Trip Time
MUSIM	Multi-Universal Subscriber Identity Module
NB-IoT	Narrow Band Internet of Things

******************************************End of 1st Change****************************************
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****************************************Start of 2nd Change****************************************
X.X	AI/ML for NG-RAN
X.X.1	General
AI/ML for NG-RAN, as a RAN internal function, is achieved by using Artificial Intelligence (AI) and Machine Learning (ML) techniques.
The objective of AI/ML for NG-RAN is to improve network performance and user experience, through analysing the data collected and autonomously processed by the NG-RAN, which can yield further insights, e.g., for Network Energy Saving, Load Balancing, Mobility Optimization.
X.X.2	Mechanisms and Principles
The AI/ML function requires inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results), in support to AI/ML processes such as AI/ML Model Inference and AI/ML Model Training. 
Signalling procedures used for the exchange of AI/ML related information are use case and data type agnostic, which means that the intended usage of the data exchanged via these procedures (e.g., input, output, feedback) is not indicated.
AI/ML algorithms and models are out of 3GPP scope, and the details of model performance feedback are also out of 3GPP scope.
Support of the AI/ML function does not apply to ng-eNBs.
For the deployments of RAN intelligence, the following scenarios may be supported:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node.
-	AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.
The predicted Resource Status Information, measured UE trajectory as well as the UE performance feedback can be configured to be reported and used for all use cases. The collection and reporting are configured through the Data Collection Reporting Initiation procedure, while the actual reporting is performed through the Data Collection Reporting procedure.
The collection of measured UE trajectory as well as UE performance feedback is triggered via the Handover Preparation procedure.
Cell-based UE trajectory prediction, which can be used e.g. for the Mobility Optimization use case, is transferred to the target NG-RAN node via the Handover Request message to provide information for e.g. subsequent mobility decisions. Cell-based UE trajectory prediction is limited to the first next-hop target NG-RAN node.
The metric of measured Energy Cost (EC), which can be used e.g. for the Network Energy Saving use case, is introduced and can be exchanged with the neighbouring NG-RAN nodes upon request.
****************************************End of Change********************************************
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