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1. Introduction
According to the discussion in the RAN3#117bis meeting, the delay issue for the CU-CP to configure the initialRX-DELIV IE to the UE is discussed, as follows:
	FFS on the issue of initialization of RxDeliv for first UE joining a gNB needs to be resolved by either a change of RAN2 or RAN3 specifications. Postpone the discussion to next meeting taking into account the outcome of ongoing RAN2 meeting. 


Then, in RAN3#118 meeting, RAN3 sent a LS to RAN2 on potential de-synchronisation of a multicast MRB’s PDCP HFN and SN in [1], with several questions related to issues under such circumstances. 
	RAN3 has the following three questions to RAN2, whether under these circumstances:
-	the UE is able to start receiving PDCP PDUs and successfully provide them to upper layers while updating the PDCP receive state variables based on the received PDCP PDU even if it is outside the UE PDCP receiving window?
-	the PDCP Status Reporting procedure can be successfully performed, i.e. can the gNB cope with a received PDCP Status Report containing an HFN value desynchronised from the one used at the gNB?
-	more generally, whether there is a possibility to support multicast MBS reception even if PDCP HFN/SN is desynchronised between the UE and the gNB without impacting the UE’s behaviour (e.g. wrap around issue and possibly others).


And RAN2 response the reply LS in RAN3#119 meeting in [2], answer the question as follows:
	RAN2 has discussed the questions raised by RAN3 and would like to answer as follows:
- No, if the COUNT of the received PDCP PDU, whose HFN is derived based on the received SN and SN-part of RX_DELIV, is less than the initialRX_DELIV, the UE will discard the PDCP PDU without updating the PDCP state variables. This may lead to discarding a large amount of received PDCP Data PDUs. The UE will not be able to receive those PDCP PDUs successfully and provide them to upper layers. 
- The HFN value in the PDCP Status Report should be synchronized with the one used by the gNB. 
- PDCP HFN/SN should be synchronised between the UE and the gNB. if PDCP HFN/SN is desynchronized, the UE may not receive multicast MBS data successfully, as explained above. In addition, PDCP specification does not allow COUNT value to wrap around. RAN2 agreed that it is left to the network implementation for the prevention of the PDCP COUNT wrap-around of multicast MRB. 


And in RAN3#119bis meeting, this issue was also discussed, and still no consensus on that, as follows:
	Release 17: How to support initialization of RxDELIV for MRB PDCP 


In this contribution, we will further discuss this issue based on the reply from RAN2, and compare the control plane solution and user plane solution.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
2.1 Background and identified issues
In the past meetings, the issue of initialization of Rx_Deliv for first UE joining a gNB is discussed. Based on the description in TS 23.247 V17.4.0, the NG-RAN are requested to configure radio resources for active MBS session before receiving multicast data, as below shown:
	[image: ] [image: ]Figure 7.2.1.3-1: PDU Session modification for UE joining Multicast MBS session

	7a.	If the MBS Session is active, the NG-RAN configures radio resources for MBS session.
8.	If the MBS Session is active, the NG-RAN node performs AN specific signalling exchange with the UE to configure the UE with radio resources for the multicast MBS session. If the NG-RAN does not support MBS and the MBS Session is active, radio resources are reconfigured for unicast transmission of the MBS data over the associated PDU session. As part of the AN specific signalling exchange, the N1 SM container (PDU Session Modification Command) is provided to the UE.


While for the first joined UE for inactive session or active session which has no data for a period of time, the NG-RAN will not be able to configure the MRB for the involved UEs as it is unable to configure the initialRX-DELIV IE. 
Based on the current design, the NG-RAN can only configure MRB to the UEs after receiving multicast data packets, or configure the MRB of incorrect PDCP state variable and then reconfigure the MRB of PDCP re-establishment with the synchronized PDCP state variable. As a result, once the data comes, the NG-RAN cannot send the data directly and have to first configure or reconfigure the MRBs to the UE. 
Observation 2.1.1: For the first joined UE for inactive session or active session which has no data for a period of time, the gNB will not be able to configure the MRB until data packets arrive. Once the data packets arrive, the gNB will not be able to send the data over radio directly but it has to first configure or reconfigure the MRB to the UEs.
In the RAN2#119 meeting, there were some agreements about configuration of initial value of RX_DELIV:
	multicastHFN-AndRefSN is renamed to initialRXDELIV and update the corresponding description to ‘Indicates an initial value of RX_DELIV for multicast MRB PDCP window initialization as specified in TS 38.323 [5].’. [8] [9] [12]
Add to section 16.10 (e.g. 16.10.5.3.2) in TS 38.300 a sentence saying: “For MRBs, PDCP can either be re-established or remain as it is.” [8]
Allow configuration of initial value of RX_DELIV also when PDCP is re-established for UM MRB. FFS AM MRB, if a fix is needed


In the RAN2#120 meeting, there was further agreement about PDCP re-establishment:
	Make initialisation of RX_NEXT and RX_DELIV for AM MRB during PDCP re-establishment optional and configurable such that they are initialised only if initialRX-DELIV is provided by upper layers TS 38.331.
Make it optional and configurable also for UM MRB.


According to the agreements from RAN2, the initialRX-DELIV IE is still mandatory present in case of multicast MRB setup, not optional to avoid NBC change. That’s to say that the PDCP variable value cannot be absent nor updated automatically later for a newly setup MRB. In addition, RAN2 has agreed to make the RX_DELIV configurable for PDCP re-establishment of multicast MRB, i.e. the gNB can update the PDCP state variables through PDCP re-establishment. However, it still doesn’t solve the delay issue, since anyway the gNB shall send RRC reconfiguration to all the joined UE when receive the data of MRB.
Observation 2.1.2: The initial value of RX_DELIV for MRB still cannot be absent for a newly MRB based on RAN2 specification.
In the RAN3#118 meeting, there was company propose to make the gNB configure a fake value first. Based on this, when the data comes, the gNB may 1)send the arriving data directly, or 2)hold on the data before the reconfiguration successful. For such solutions, we send the LS to RAN2 to check whether it is possible to support multicast MBS reception even if PDCP HFN/SN is desynchronized. For first option 1), RAN2 confirm that it is not feasible, as below shown:
	- No, if the COUNT of the received PDCP PDU, whose HFN is derived based on the received SN and SN-part of RX_DELIV, is less than the initialRX_DELIV, the UE will discard the PDCP PDU without updating the PDCP state variables. This may lead to discarding a large amount of received PDCP Data PDUs. The UE will not be able to receive those PDCP PDUs successfully and provide them to upper layers. 
- The HFN value in the PDCP Status Report should be synchronized with the one used by the gNB. 
- PDCP HFN/SN should be synchronised between the UE and the gNB. if PDCP HFN/SN is desynchronized, the UE may not receive multicast MBS data successfully, as explained above. In addition, PDCP specification does not allow COUNT value to wrap around. RAN2 agreed that it is left to the network implementation for the prevention of the PDCP COUNT wrap-around of multicast MRB. 


For second option 2), the large number of reconfiguration message and the delay after the data comes cannot be avoid anyway, the delay issue still exists.
Observation 2.1.3: The solution that the gNB configure the new MRB with an incorrect initial value of RX_DELIV cannot work.
From our view, RAN3 shall solve the delay issue of configuring the initialRX-DELIV IE. 
Proposal 1: RAN3 shall solve the delay issue of configuring the initialRX-DELIV IE.
2.2 Comparison of different solutions
In the RAN3#118 meeting, there were two solution proposed, which could be understood as below:
· Control plane solution: the MB-SMF gets the MBS QFI SN from MB-UPF and provides the MBS QFI SN to the gNB-CU-CP
· In case of unicast transport of shared NG-U case, when a gNB triggers the shared NG-U establishment for an activated multicast session, the MB-SMF gets the MBS QFI SN information from the MB-UPF during the shared NG-U establishment procedure.
· In case of IP multicast transport of shared NG-U case, when a gNB triggers the shared NG-U establishment for an activated multicast session, the MB-SMF retrieves the MBS QFI SN from the MB-UPF.
· During the session deactivation procedure, the MB-UPF informs the MBS QFI SN information to the MB-SMF, then after that in case a gNB triggers the shared NG-U establishment for that deactivated multicast session, the MB-SMF informs the stored MBS QFI SN information to the gNB directly.
· User plane solution: the MB-UPF sends an N3mb packet containing the MBS QFI SN without user data payload to gNB-CU-UP
· In case of unicast transport of shared NG-U case, when the gNB triggers the shared NG-U establishment for an activated multicast session, the MB-SMF invokes the MB-UPF to transmit empty packets to carry MBS QFI SN.
· In case of IP multicast transport of shared NG-U case, when a gNB triggers the shared NG-U establishment for an activated multicast session, the MB-SMF invokes the MB-UPF to transmit empty packets to carry MBS QFI SN, and those empty packets will be received by all the gNBs joined the IP multicast group.
· When the session is deactivated, when a gNB triggers the shared NG-U establishment, the MB-SMF still needs to invokes the MB-UPF to transmit empty packets to carry MBS QFI SN. 
In the following, we would like to show the difference between the two solutions in different scenarios.
2.2.1 Multicast Transport, first UE join a deactivated MBS session at the gNB1


Observation 2.2.1: Multicast Transport, first UE join a Deactivated MBS session at the gNB1, control plane solution is much more efficient than user plane solution. For user plane solution, the MB-SMF has to trigger step 6a/6b to ask the MB-UPF to transmit empty packet, then the MB-UPF (already stopped forwarding in step2) has to transmit empty packets over shared NG-U, the other gNBs in the IP multicast group will also get these empty packets for a deactivated session, and as the MB-UPF is not aware of the accurate time of step 9, it is hard to determine when to send the empty packets.
Note: if in user plane solution, step 6a/6b are not used, that means the MB-UPF has to periodically send the empty packets to the IP multicast group, then there will be even more extra delay for the gNB1, and more empty packets received for the other eNBs.
2.2.2 Multicast Transport, first UE join an activated MBS session at the gNB1


Observation 2.2.2: Multicast Transport, first UE join an activated MBS session  (no packets in a short period) at the gNB scenario, for both solutions, the step 3 has to be performed to trigger the CN to provide MBS QFI SN, there is no extra step for control plane solution. And in user plane solution, other gNBs in the IP multicast group will receive these empty packets which are not expected to be received. And as the MB-UPF is not aware of the accurate time of step 7, it is hard to determine when to send the empty packets.
Note: if in user plane solution, step 3/4 are skipped, that means the MB-UPF has to periodically send the empty packets to the IP multicast group, then there will be even more extra delay for the gNB1, and more empty packets received for the other eNBs.
2.2.3 Unicast Transport, first UE join an activated / deactivated MBS session at the gNB


Observation 2.2.3: Unicast Transport, first UE join an activated MBS session  (no packets in a short period) or a deactivated MBS session at the gNB scenario, as the gNB has to configure the UE after getting the MBS QoS Parameters, the user plane solution introduces extra step 7 than the control plane solution, no benefit for latency as the user plane solution has to get all the empty packets for each QoS flows, maybe even worse from latency point of view. 
2.3 Detailed Impacts of the different solutions
In this contribution, we shall analysis these two solutions from different views considering the discussion in the previous meetings.
2.3.1 The impact for NG-RAN node 
In RAN3#117bis meeting, it was agreed to “Rename the “MBS Initial HFN and Reference PDCP SN” IE in E1AP into “MBS PDCP COUNT”, and adjust its description into “Encoded in the same format as the initialRX-DELIV IE and to be taken into account to configure the UE, as specified in the TS 38.331 [10]”.”
And in the current TS 37.483, the MBS PDCP COUNT IE is shown as following:
	[bookmark: _Toc120093143]9.3.1.35a	MBS PDCP COUNT
This IE includes the MBS PDCP Count information.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MBS PDCP COUNT
	M
	
	BIT STRING (32)
	Encoded in the same format as the initialRX-DELIV IE and to be taken into account to configure the UE, as specified in TS 38.331 [10].





[bookmark: _Hlk126248319]Based on this, the MBS PDCP COUNT indicated from gNB-CU-UP to gNB-CU-CP is a reference value, i.e. the gNB-CU-CP decides the initialRX-DELIV IE configured to the involved UEs. For example, the gNB-CU-CP can set the initialRX-DELIV IE lower than the value indicated from E1AP.
Observation 2.3.1.1: gNB-CU-CP is responsible to determine the initialRX-DELIV IE and configures it to the involved UEs. 
For control plane solution, the reference value sends by the gNB-CU-UP and or the MB-SMF may co-exist, we think it will not make any problem for the gNB-CU-CP to configure the initialRX-DELIV IE to UE, since the value configured to UE can be much lower than the first received packet. The gNB-CU-CP can decide the value of the initialRX-DELIV IE based on implementation, considering the value received from the gNB-CU-UP and/or the MB-SMF. Thus, it works well even for race condition.
Observation 2.3.1.2: the gNB-CU-CP is able to configure the initialRX-DELIV IE based on the information from either the gNB-CU-UP or the MB-SMF, or both. 

2.3.2 The impact for MB-SMF and MB-UPF
Considering that this issue mainly occurs when inactive session that first UE joins, when the session is deactivated, normally the MB-UPF will not transmit DL packets to the gNB directly, it will indicate to the MB-SMF to trigger the session activation. 
	TS 23.247:
2.	The MB-SMF send N4mb Session Modification Request (TMGI, Buffered Downlink Traffic detection) to the MB-UPF. See clause 4.4 of TS 23.502 [6] for more details. The Buffered Downlink Traffic detection is requested by MB-SMF for next time MBS session activation. If the MBS session is to be activated via the AF request directly, this indication is not needed. The MB-SMF also indicates the MB-UPF to remove the shared tunnel(s) that are used for Individual MBS traffic delivery over N19mb interface.


For control plane solution, there is no new forwarding behavior at MB-UPF. But for the user plane solution, the MB-UPF has to transmit empty packets over M3mb for an inactive session, which will change the current behavior of the MB-UPF.
Observation 2.3.2: for user plane solution, the MB-UPF has to transmit empty packets over M3mb for an inactive session, which has more impact at MB-UPF than control plane solution.
2.3.3 Complexity, Latency and Reliability
From RAN’s respective, a multicast MRB may include multiple MBS QoS flows. Therefore, for the user plane solution, the gNB-CU-UP shall receive empty packages from all MBS QoS flows of that MRB, which does not work if the packet from only part of these MBS QoS flows. 
For the control plane solution, the gNB-CU-CP shall receive all CN QFI SN for all QoS flows via distribution setup response, which is a more straight-forward approach. 
Observation 2.3.3.1: for user plane solution, the gNB-CU-UP only can generate the PDCP COUNT value for a multicast MRB when receiving all of empty packets for the mapped MBS QoS Flows.
For the control plane signalling and the user plane packets, it is obviously that the control signalling is more reliable than the user data. The user data transmission is based on GTP-U over UDP, which is best effort transmission, the user plane solution will not work if some of the N3mb empty packets are lost. On the other hand, in the control plane solution, the information is carried via NGAP message over SCTP, which is much more reliable.
Observation 2.3.3.2: reliability of control plane solution (NGAP over SCTP) is much higher than the user plane solution (GTP-U over UDP).
And there is a more critical problem that when should the MB-UPF send the empty package in case of IP multicast transport. The MB-UPF is not aware of the accurate time of the shared NG-U tunnel establishment in case of IP multicast transport, the MB-UPF cannot determine when to send the empty package. If the packets are sent too early, the gNB cannot receive the packet, and if the packets are sent too late, the latency problem will remain.
Observation 2.3.3.3: for user plane solution, in case of IP multicast transport, it will be hard for the MB-UPF to send these empty packets in time, not too early, not too late.
From the reliability, latency and complexity point of view, control-plane solution is much better than the user-plane solution.
2.3.4 Transmission efficiency
Considering the NG-U tunnel may be established as IP multicast type, in such case, in the user plane solution, the MB-UPF will send many empty packets to all gNBs once there is a new gNB joining, which may lead to misunderstanding for the gNB serving deactivated session.
Observation 2.3.4.1: for user plane solution, the MB-UPF has to send many empty packets to all gNBs when there is a new gNB joining in case of IP multicast transport. 
For the control plane solution, the MB-UPF only need to send the MBS QFI SN information to the MB-SMF in existing N4mb signaling. And further, if MB-SMF can store this value from MB-UPF during deactivation procedure, the N4mb interaction can also be avoid in case a gNB joins the deactivated session.
Observation 2.3.4.2: for user plane solution, the N4 interaction is always needed for UP solution in case of IP multicast transport. 
2.4 Conclusion of the comparison
As can be seen from the above analysis, both solutions can provide the related information to the gNB to determine the initialRX-DELIV IE to be configured to the UE, but user plane solution has more impacts to the MB-UPF, it has to transmit empty packets to gNBs even if the session is deactivated, and it will transmit redundant empty packets to other gNBs in case of IP multicast transmission. On the other hand, the control plane solution has much more advantages from complexity, latency and reliability point of view.
Proposal 2: Adopt control plane solution by providing the MBS QFI SN from the MB-SMF to the gNB in DISTRIBUTION SETUP RESPONSE message. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Proposal
[bookmark: _Toc423020280]In this contribution, we discuss the delay issue for the CU-CP to configure the initialRX-DELIV IE, compare the control plane solution and the user plane solution from different scenarios and from different viewpoints, and get the following proposals:
Proposal 1: RAN3 shall solve the delay issue of configuring the initialRX-DELIV IE.
Proposal 2: Adopt control plane solution by providing the MBS QFI SN from the MB-SMF to the gNB in DISTRIBUTION SETUP RESPONSE message. 
The NGAP CR for control plane solution is given in [3], and the draft LS to SA2 and CT4 is given in [4].
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