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1 Introduction

Failures at the gNB-CU-CP may cause interruption of UP traffic and disconnection of UEs. RAN3 is called upon to “study and identify failure scenarios associated with the gNB-CU-CP, based on the current architecture for the NG-RAN.” [1]
This contribution will discuss one such scenario, for inclusion in the TR.

This is the only meeting with time allocated to this topic in RAN3, which is likely to make the discussion more challenging.

2 Discussion

2.1 The Current NG-RAN Split Architecture

In the current NG-RAN architecture, a gNB-DU is connected to a single gNB-CU(-CP) (see Figure 1 below). For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation. [2]
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Figure 1 Overall architecture for split gNB [2], with all matryoshkas [3] exposed.

The gNB-CU-CP may have specific configured data for each supported cell in the gNB, and a common gNB ID per PLMN. This identity is known in the gNB-DU and in neighbor gNBs, and it is also broadcasted in the served NR cells as part of the cell identity.
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Figure 2 CP connections involving the AMF, gNB-CU-CP, gNB-CU-UP, and gNB-DUs.

In the NG-RAN architecture, there is one (active) logical signaling connection established per UE between a CP anchor node in the 5GC (AMF) and one (active) CP anchor per gNB in the NG-RAN (gNB-CU-CP). Figure 2 highlights the various CP connections going through the same gNB-CU-CP towards the AMF, to neighbor gNB-CU-CPs, to gNB-CU-UPs, and to gNB-DUs.

Observation 1: If we consider NG-RAN from a mere logical architecture point of view, Figure 6.1.2-1 in TS 38.401 indeed appears as if the gNB-CU-CP, terminating all CP connections for a UE, represents a single point of failure.
2.2 Failure Case

If a gNB-CU-CP fails, the network support for the NR cells is lost and UEs cannot communicate. More specifically, the following can be observed:

· CP signaling redundancy is possible in RAN, but still only one RRC-anchor (gNB-CU-CP) is defined:

· SRB duplication is possible in DC (PDCP duplicates RRC messages, which are sent via different carriers to/from UE), but losing the main connection to the UE still means CP failure

· RLF handling:

· Rel-15: if SCG connection fails, inform the network; if MCG fails, the connection is lost

· Rel-16: if SCG/MCG connection fails, inform the network via MCG/SCG. There will be MCG/SCG UP downtime due to DRBs suspension.

· CP failure leading to UP failure (UP failure, leading to service interruption time, is probably the most important KPI associated with a CU-CP failure, as also mentioned in the SID justification [1]):

· Generally, an absence of RRC messages is not noted by the UE, so the UE does not know that the CP has failed

· RRC timer expiry procedures in RRC work as long as RRC connectivity is up. In some cases DRBs suspension is caused by the expiration of timers

· If the gNB-CU-CP goes down, CP connectivity is not re-established automatically until the failure is detected

· UP connection could be lost if RRC reconfiguration (critical to maintain UP) is not possible

· e.g. Handover required; bearer reconfiguration required; meet QoS or other RAN reconfiguration required

Observation 2: There is always a single RRC anchor, in a strict sense, even for the case of DC; furthermore, there is currently no way for the UE to detect the absence of RRC messages.
Despite the logical NG-RAN architecture with a single gNB-CU-CP, in reality, a CU-CP failure is essentially a node internal failure (i.e. it may not be the whole logical node that fails). Indeed, 5G embraces and assumes resiliency, virtualization and geographical redundancy which is partly visible in standardization work e.g. when one thinks of the possibility of redundant signaling connections in between logical nodes. For this reason, there is very little that can be discussed in a standardization setting. We believe it would be more beneficial to specifically focus on the interaction between the logical node and the served UEs with the aim to minimize service interruption time (e.g. UP failure) due to a failure in the gNB-CU-CP.

Observation 3: We should specifically focus on minimization of service interruption time, concentrating our attention on UP.
Proposal 1: It might be beneficial to further explore UE-related aspects of gNB-CU-CP failure (e.g. failure notification to the UEs); we welcome further discussion on this issue.
2.3 Examples of Implementation-Based Recovery Mechanisms

gNB-CU-CP failure may happen for different reasons (e.g. hardware failure).

Even though strictly not in scope for this study, it may be beneficial to mention some examples of implementation-based  recovery mechanisms. This shows that in real life the scenario of a gNB-CU-CP failure is not as dramatic as one would think by just looking at the logical architecture.

Observation 4: In real life, thanks to implementation-based recovery mechanisms, the scenario of a gNB-CU-CP failure is much less dramatic than it would appear by just considering the logical architecture.
In a virtualized deployment, where processes are distributed and resiliency is already “built in”, CU-CP failure is essentially a software failure, which can be addressed by respawning the necessary modular processes.

In the worst possible case, recovery might require a node reset, causing a longer down time. The down time itself also depends on the amount of information to be retrieved and processed in order to build a context for all involved logical functions and interfaces. In other words, the more neighbor relations and/or served UEs, the longer the recovery will take.

Another possibility is to duplicate some or all elements involved (UE contexts, gNB-DUs, gNB-CUs…). In this case, one needs to leverage complex “replication and elimination” functions to handle the duplicated packets, which significantly increase cost and complexity.

Notice that the above examples are based on specific implementations. Indeed, it is logical to assume that any gNB-CU-CP implementation will have specific built-in resiliency mechanisms to recover from such a failure scenario. Such mechanisms, being implementation-specific, cannot be captured in specification text, but current specification text allows and “embraces” them
.

Observation 5: A “good” gNB-CU-CP can be assumed to leverage specific built-in resiliency mechanisms to recover from failure scenarios; such mechanisms, being implementation-specific, cannot be captured in specification text, but none the less they are allowed by the specification.
Proposal 2: Capture the enclosed TP, containing the failure case scenario and its implications for the gNB-CU-CP.
3 Conclusions and Proposals

Our observations and proposals are summarized below.

Observation 1: If we consider NG-RAN from a mere logical architecture point of view, Figure 6.1.2-1 in TS 38.401 indeed appears as if the gNB-CU-CP, terminating all CP connections for a UE, represents a single point of failure.
Observation 2: There is always a single RRC anchor even for the case of DC; furthermore, there is currently no way for the UE to detect the absence of RRC messages.
Observation 3: We should specifically focus on minimization of service interruption time, concentrating our attention on UP.
Proposal 1: It might be beneficial to further explore UE-related aspects of gNB-CU-CP failure (e.g. failure notification to the UEs); we welcome further discussion on this issue.
Observation 4: In real life, thanks to implementation-based recovery mechanisms, the scenario of a gNB-CU-CP failure is much less dramatic than it would appear by just considering the logical architecture.
Observation 5: A “good” gNB-CU-CP can be assumed to leverage specific built-in resiliency mechanisms to recover from failure scenarios; such mechanisms, being implementation-specific, cannot be captured in specification text, but none the less they are allowed by the specification.
Proposal 2: Capture the enclosed TP, containing the failure case scenario and its implications for the gNB-CU-CP.
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START OF CHANGES
X.1 The Current NG-RAN Split Architecture
In the current NG-RAN architecture, a gNB-DU is connected to a single gNB-CU(-CP) (see Figure x.1-1Figure 1 below). For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation (TS 38.401 [x]).
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Figure x.1-1 Overall architecture for split gNB (TS 38.401[x]).
The gNB-CU-CP may have specific configured data for each supported cell in the gNB, and a common gNB ID per PLMN. This identity is known in the gNB-DU and in neighbor gNBs, and it is also broadcasted in the served NR cells as part of the cell identity.
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Figure x.1-2 CP connections involving the AMF, gNB-CU-CP, gNB-CU-UP, and gNB-DUs.
There is one (active) CP anchor node per UE in the 5GC (AMF) and one (active) CP anchor per gNB in the NG-RAN (gNB-CU-CP). Figure x.1-2 highlights the various CP connections going through the same gNB-CU-CP towards the AMF, to neighbor gNB-CU-CPs, to gNB-CU-UPs, and to gNB-DUs. All CP connections terminate in the gNB-CU-CP; if we only look at the logical architecture, the gNB-CU-CP may indeed be considered as a single point of failure.
X.2 Failure Case
If a gNB-CU-CP fails, the network support for the NR cells is lost and UEs cannot communicate. More specifically, the following can be observed:
· CP signaling redundancy is possible in RAN, but still only one RRC-anchor (gNB-CU-CP) is defined:
· SRB duplication is possible in DC (PDCP duplicates RRC messages, which are sent via different carriers to/from UE), but losing the main connection to the UE still means CP failure
· RLF handling:
· Rel-15: if SCG connection fails, inform the network; if MCG fails, the connection is lost
· Rel-16: if SCG/MCG connection fails, inform the network via MCG/SCG. There will be MCG/SCG UP downtime due to DRBs suspension.
· CP failure leading to UP failure (UP failure, leading to service interruption time, is probably the most important KPI associated with a CU-CP failure):
· Generally, an absence of RRC messages is not noted by the UE, so the UE does not know that the CP has failed
· RRC timer expiry procedures in RRC work as long as RRC connectivity is up. In some cases DRBs suspension is caused by the expiration of timers
· If the gNB-CU-CP goes down, CP connectivity is not re-established automatically until the failure is detected
· UP connection could be lost if RRC reconfiguration (critical to maintain UP) is not possible
· e.g. Handover required; bearer reconfiguration required; meet QoS or other RAN reconfiguration required
There is always a single RRC anchor even for the case of DC; furthermore, there is currently no way for the UE to detect a gNB(-CU(-CP)) failure.
A CU-CP failure is essentially a node internal failure (i.e. it may not be the whole logical node that fails). For this reason, there is very little that can be studied in a standardization setting. It may be more beneficial to focus on the interaction between the logical node and the served UEs with the aim to minimize service interruption time (e.g. UP failure) due to a failure in the gNB-CU-CP.
END OF CHANGES
� “For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation.” � REF _Ref110435343 \r \h ��[2]�





