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1 Introduction

The following issues are still open with respect to cell relation handling and NTN [1]:
· We may take advantage of the “predictable and periodical” nature of NTN in some cases, when considering “neighbor cell relationship”;
Continue evaluating the “differences and real complexity” of “neighbor cell relationship” of NTN system;
Continue evaluating the “use case and necessity” of HAPS which may incur PCI conflict issue

· Which functions are needed over Xn for NTN?
How to manage neighbor cells which appear and disappear? (check potential impact to CN, if any)

· The benefit of the Xn signaling based enhancement for cell relations handling needs to be clarified.
For NTN-TN mobility, whether the exchange of neighbor information is needed?

Starting from the above, we will attempt to formulate a way forward on neighbor relations handling.
2 Discussion
In current (terrestrial) networks, neighbor relations are configured by OAM and also exchanged over Xn. The reason for introducing Xn exchange of this information was that as an existing network is densified/reconfigured, neighbor relations may appear and disappear in a complex and often hard to predict fashion (also due to e.g. various propagation effects). This would make it quite complex to manually act on OAM configuration, and it would also hinder interoperability within the same operator’s RAN.
On the other hand, in a “steady” state a terrestrial network may not need any change at all in neighbor relations.

Observation 1: Exchanging neighbor information over Xn for terrestrial networks addresses the issue of possible unpredictability of changes in neighbor relations and complexity in manual reconfiguration, and promotes interoperability.
Observation 2: In a steady state, a terrestrial network may not need any change at all in neighbor relations.

The issues faced by an NTN may be quite different. Discussing them in more detail:
· Densification/reconfiguration – With respect to a terrestrial network, NTN configuration is typically more stable over time, also due to the fact that the network infrastructure is provisioned for a longer time frame without much possibility for reconfiguration. This is also helped by the fact that the coverage area for a single satellite may often span a whole continent, providing a ”natural” aggregation effect that helps to stabilize the effects of traffic on the network.

· Unpredictability/complexity vs. steady state – In a “steady” state, a GEO NTN will typically never need to change its neighbor relations; a non-GEO NTN will change its neighbor relations in a regular, time-paced and predictable fashion due to the satellite movement.
· Need for interoperability – Typically NTNs are vertically integrated, therefore there is currently no need for interoperability within the same NTN (e.g. within the same constellation or between different constellations).

Observation 3: NTN configuration is typically more stable over time than for terrestrial networks; the issues of densification/reconfiguration, then, do not seem relevant.

Observation 4: In a steady state, a GEO NTN will typically never need to change its neighbor relations; a non-GEO NTN, on the other hand, will change its neighbor relations in a regular, time-paced and predictable fashion due to the satellite movement.

Observation 5: Due to the vertically integrated nature of NTN, there does not seem to be any need for intra-RAN interoperability at this time.
Following the above observations, it seems the only real need for neighbor relations update in an NTN are in case of a non-GEO system. But in this case the updates will be needed at regular intervals and in a predictable fashion.
Some possible options to do this are:
1. Send the updated neighbor list over Xn at regular intervals;

2. Configure the (time-dependent) neighbor list(s) via OAM, and only send a “trigger” message over Xn;

3. Configure the (time-dependent) neighbor list(s) via OAM, not sending anything over Xn.

It is obvious that the first option would result in sending the same sets of messages at regular intervals to the same set(s) of nodes. This seems inefficient and unnecessary.

With the second option, only a “trigger” message would be sent at regular intervals, saving considerable signaling. But also in this case, if we assume orbits and positions to be stable, the trigger messages would essentially consist in the same information repeated at regular time intervals. Hence, the only real advantage with respect to the same option is some saved signaling.

With the third option, all required information is kept in the system configuration (OAM); the system is configured with the time at which the neighbors change, and nothing needs to be sent over network interfaces for this purpose.

Proposal 1: So far, no reason has been identified in favor of exchanging neighbor lists for NTN over Xn.

2.1 Further Discussion on Served Cell Information
On a related note, we might also consider whether to exchange served cell information over Xn at interface setup. It has been observed ([2] among others) that exchanging this information would help with e.g. the configuration of measurement gaps in served UEs.
While this is certainly true in an intra-terrestrial RAN, we have to consider what would be the (geographical) scope for such a coordination effort. In other words, we need to understand the benefit of exchanging the served cells information from potentially a whole NTN constellation (in the transparent architecture, the Xn would be terminated at the NTN GW) to all concerned terrestrial gNBs (potentially within a whole continent). The benefit seems questionable, and it would come at the cost of trying to scale Xn over very large areas (and Xn was not intended for this purpose).
Observation 6: With the current assumptions, the benefit of exchanging served NTN cell lists at e.g. Xn setup seems questionable, and it would come at the cost of trying to scale Xn over very large areas (outside of its typical usage in local clusters).

Proposal 2: Exchanging served NTN cell lists over Xn does not seem justified.
3 Conclusions and Proposals
Our observations and proposals are summarized below.
Observation 1: Exchanging neighbor information over Xn for terrestrial networks addresses the issue of possible unpredictability of changes in neighbor relations and complexity in manual reconfiguration, and promotes interoperability.

Observation 2: In a steady state, a terrestrial network may not need any change at all in neighbor relations.

Observation 3: NTN configuration is typically more stable over time than for terrestrial networks; the issues of densification/reconfiguration, then, do not seem relevant.

Observation 4: In a steady state, a GEO NTN will typically never need to change its neighbor relations; a non-GEO NTN, on the other hand, will change its neighbor relations in a regular, time-paced and predictable fashion due to the satellite movement.

Observation 5: Due to the vertically integrated nature of NTN, there does not seem to be any need for intra-RAN interoperability at this time.
Proposal 1: So far, no reason has been identified in favor of exchanging neighbor lists for NTN over Xn.

Observation 6: With the current assumptions, the benefit of exchanging served NTN cell lists at e.g. Xn setup seems questionable, and it would come at the cost of trying to scale Xn over very large areas (outside of its typical usage in local clusters).

Proposal 2: Exchanging served NTN cell lists over Xn does not seem justified.
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